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Summary Experimental Evaluations

- Adapt language-independent sequence-to-sequence (S2S) ASR to low-resource languages (~50h)
« Thelanguage diversity is more important than the amount of training data
« The external RNNLM is integrated to the S2S model during adaptation (LM fusion transfer)

multil5 (multil0+high2+target)

« Compared three LM fusion transfer methods multi10 (BABEL)
1) Transfer learning + shallow fusion Cantonese (126h), Bengali (55h), Pashto (70h), Turkish (68h), Vietnamese (78h),
2) Deep fusion transfer Haitian (60h), Tamil (62h), Kurmaniji (37), Tokpisin (35h), Georgian (45h) target languages ,(?ABEL)
. Assamese, Swahili, Lao,
3) Cold fusion transfer Tagalog, Zulu
« Cold fusion transfer is the most effective when the additional text is available high2

« Achieved the competitive performances to the BLSTM-HMM hybrid systems Librispeech (English, 960h), CSJ (Japanese, 600h)

€ Results

Background: low-resource ASR

& Utilize data of other languages for data sparseness issue Result (D: Baseline monolingual systems for target 5 languages
._ . . o e e o WER (0/0)
A) Multi-task !earnmg with oth?r languages (multilingual training) e A A) Fine-tuning Vodel e e i e ey
— Further fine-tune to a particular language (language-independent representations) ‘ | (54h) | (39h) | (s8n) | (75h) | (54h)
. - . SSEHELSCE Old baseline [cho 2018] 73.9 66.5 64.5 73.6 76.4 +VGG. 1L->2L decoder
B) Transfer learning from multilingual ASR (this work L, L, Ly - L | ‘
) ) ) 5 . 5 ( ) ' ’ ’ N New baseline 64.5 56.6 56.2 56.4 69.5 Increasing the model capacity drastically improved the performance
C) Adaptation with multilingual bottle-neck features (BNF) | +large units (320>1024) | 599 509  5L7 527 655 Shallow fusion is always helpful though RNNLM is trained with small
. ‘ unseen fahsudages + shallow fusion 57.4 46.5 49.8 49.9 62.9 parallel data only
¢ Goal: qUICk development of ASR systems for new languages t B) Tralnslfer lealrning BLSTM-HMM (monolingual) | 49.1 38.3 45.7 46.3 61.1 Competitive to BLSTM-HMM for Lao, Tagalog, and Zulu
C) Multilingual BNF
. Why End-to-End ASR? BT Wl SN ) Multiling
Slmpllfled training and.d.ecodmg schemes (no n.eed for le>.<|con per language) Result @): Comparison of seed language-independent models
« How to build the competitive systems to conventional hybrid systems? TR
0
— Transfer learning from the well-trained language-independent ASR Condition Seed hours | assamese | Swahili lao | Tagalog | zulu | multiz0 is almost sufficient for learning language-
(54h) (39h) (58h) (75h) (54h) independent feature representation

Unseen

multi10 643h | 534 I 46.1 46.4 60.2 b The diversity of languages is more important
61.9
languages

high2 1,472h | 57.8 45.0 48.6 49.4 than the total amount of training data

Proposed method: LM fusion transfer igha
multil0+high2 2,115h | 53.2 40.7 45.1 45.3 58.5

€ Research question: Is linguistic context also helpful for adaptation to new languages? Seen languages lt,lSmU/ltiiS . igﬁ 22; jzg jég 23; 232
— Leverage the external monolingual RNNLM in target languages only in the adaptation stage ' ' ' ' '

Adaptation scheme Result 3): LM fusion transfer (Full language pack (FLP): 50h speech data + FLP 50h text data)

1. Train character-level language-independent S2S ASR (unified vocabulary, 5353 classes) odl WER (%)
- Ode Assamese | Swahili Lao Tagalog Zulu Proposed CF-transfer got some gains for 3 languages, but not significant

2. Prepare the monolingual RNNLM on target languages 41M: 2 hidden state of RNNLM sy | o | eem | e | e | poPOse Lt got s parag“el s for Onlyg g g
3. Copy all parameters from the language-independent S2S ASR $525. 3 hidden state of Transfer [cho 2018 653 562 579 643 711
4. Integrate the external RNNLM during and/or after adaptation to target languages v ' 9.9 209 oL 52T 699
5 g and/ P 5 sHas the decoder network - 574 465  49.8  49.9 629
: 575  46.4 499  49.9  62.6

. Shallow fusion i ffective than when training f tch
€ LM fusion transfer Training from scratch _ 473 c0.0 0. . allow fusion is more effective than when training from scratc
. + RNNLM . i 56.4 464 486  50.1 63.5
Deep fusion
. . Update all parameters (Update the gating part) Transfer 53.4 41.3 46.1 46.4 60.2
- InterpOIate RNNLM scores in the inference Stage - (from multi10) 53.5 41.2 46.2 46.2 59.9 Outperformed the monolingual BLSTM-HMM system for Tagalog and Zulu,
after adaptation Ra“dE?E'Rgl'f‘"zed + RNNLM 53.6 416 459  46.2  59.5 | competitive for Lao
y" = arg max{log Ps»s(y|x) + B log PLm(¥)} o et
- *RNNLM ™ (5 date all parameters) shallow fusion Result @): LM fusion transfer (Limited language pack (LLP): 10h speech data + FLP 50h text data)
* Cold fusion transfer (CF) ' '
. WER (%)
- LM .. ) )
The external RNNLM is integrated LM fusion transfer Model oty |Assamese| Swahili | Lao | Tagalog | Zulu Linguistic context is helpful for adaptation when

(8h) (9h) (9h) (9h) (9h) additional text data is available!

from the start point of adaptation

Update all parameters Deep fusion transfer Scratch i Not converge
siM — ytMgiM 4 pLM (Adaptation) (Update the gating part) — 0.7 203 ) 7t 2
$2S LM ' ' ' ' ' All LM fusion methods achieved a larger improvement even
g: = o(We|sy?5; siM| + b8) Language-independent . RNNLM 63.3 52.8 57.2 60.8 71.2 when RNNLM is trained with 10-hour data only
SgF _ WCF[SEZS; g: © S%LM] + bCF) E2E model

68.0 52.4 57.3 60.7 70.9
( frgr':f rr‘nsjleﬁrl 0 63.2 52.8 58.4 60.6 71.0
62.7 51.7 56.4 60.0 71.0

66.8 50.7 56.1 60.0 69.9 > CF-transfer outperformed Transfer+SF on all 5 languages
61.7 50.3 56.0 57.9 69.8

Psas (1) = softmax (ReLU(W®*'s{F + b°)) +RNNLM ] (Updiate ail parameters)

* Deep fusion transfer (DF)
- The external RNNLM is integrated in the fine-tuning stage after adaptation

Shallow fusion




