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ABSTRACT

While speech emotion recognition (SER) has been actively studied,
the amount and variations of training data are limited compared with
speech recognition and speaker recognition tasks. Therefore, it is
promising to combine multiple corpora to train a generalized SER
model. However, the manner of emotion expression is different ac-
cording to the settings, task domains, and languages. In particular,
there is a mismatch between acted datasets and spontaneous datasets
since the former includes much more rich and explicit emotion ex-
pressions than the latter. In this paper, we investigate effective com-
bination methods based on multi-task learning (MTL) considering
the style attribute. We also hypothesize the neutral expression, which
has the largest number of samples, is not affected by the style, and
thus propose a selective MTL method that applies MTL to emotion
categories except for the neutral category. Experimental evaluations
using the IEMOCAP database and a call center dataset confirm the
effect of the combination of the two corpora, MTL, and the proposed
selective MTL.

Index Terms— speech emotion recognition, multiple corpora,
multi-task learning, self-attention mechanism

1. INTRODUCTION

Recently, speech-based interactive systems have been deployed
in many devices such as smartphones, smart speakers, and social
robots, but the function and the ability of emotion recognition are
still limited. Speech emotion recognition (SER) has much room to
be improved [1, 2].

While there is a variety of settings and task domains related to
SER, most of the conventional studies focused on acted emotion
datasets due to the convenience of collecting data [3, 4, 5]. Studies
in the field of psychology have shown that there is a big gap between
the spontaneous and acted emotion expressions [6, 7]. Here, the
acted emotion expressions include those expressed given a scenario
(e.g. IEMOCAP [8] database and movie datasets such as AFEW
[9]), and the spontaneous emotion expressions mean those expressed
in real life. Apparently, the former has rich and explicit expressions
compared with the latter.

There have been a limited number of studies in the real sponta-
neous SER. In [10], a Gaussian mixture model (GMM) based clas-
sifier was used with 3 different features, but the result of the 3-
class emotion classification (Positive, Negative, and Neutral) is only
slightly better than the random baseline. Recently, [11] showed that
combining prior knowledge and classifier fusion improved the per-
formance of SER in spontaneous speech, and [12] proposed a multi-
scale deep convolutional LSTM for spontaneous speech.

On the other hand, recent studies on SER which focused on the
acted datasets have given many new ideas and models to improve
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the performance. In [13], an attention pooling-based Convolutional
Neural Network (CNN) was proposed for the SER task. Both [14]
and [15] showed that the bidirectional LSTM (Bi-LSTM) multi-head
self-attention model can bring a large improvement to SER. [16] and
[17] showed that adding text features to the SER model can also
bring significant improvements. However, it is not easy to automat-
ically transcribe spontaneous and emotional speech in a real-world
noisy environment, and a large word error rate would have a nega-
tive impact on the SER performance. Therefore, we do not use any
text-level features but focus on the audio-based features in this study.

When we focus on the audio-based features, it is easy to combine
multiple datasets regardless of the task domain and the language for
training a general model. In this study, we explore a combination of
an acted dataset and a spontaneous dataset for improving the SER
performance on both datasets. It will mitigate the bottleneck of data
sparseness in SER tasks, which is serious compared with automatic
speech recognition tasks. In this case, we need to take into account
the difference in the style of emotion expressions in the SER model.
A simple solution is to use multi-task learning (MTL). Lee et al. [18]
tried MTL with language and gender recognition, but did not show
an improvement. On the other hand, Li et al. [15] showed the effect
of MTL with gender recognition in the IEMOCAP database since
the emotion expression is different between the genders.

In this work, we investigate MTL with style recognition, where
the style is either acted or spontaneous. Moreover, we hypothesize
that expressions of neutral emotion are universal and independent of
the style and the datasets. Thus, we also propose a novel method of
selective MTL, which applies MTL to emotion categories other than
the neutral category.

We describe our baseline model and the proposed model in Sec-
tion 2 and introduce the two corpora that we have used in this re-
search in Section 3. Section 4 gives the details of the experimental
settings, results and analysis. Finally, conclusions are given in Sec-
tion 5.

2. MODEL ARCHITECTURE

2.1. Baseline Model

According to [14, 15, 16, 17], we adopt the Bi-LSTM encoder for
SER. We denote the input feature as X, then the Bi-LSTM encodes it
to a latent variables H, where h; is the concatenation of the forward
and the backward recurrent hidden state at time-step .

According to [14, 15], we adopt the self-attention mechanism
which computes an attention weight a; by training two parameters
Wi and wa:

a; = softmaz(wa tanh(Wy ;H")) (@)
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Finally, we get an output H,.+ by concatenating all i-th attention
heads with their corresponding weight a;:

H, = Concatenate(a1H, ...,anH) (2)

Fig. 1 without the red rectangle shows our baseline SER model.
Both Bi-LSTM layers and the self-attention mechanism play an im-
portant role. Finally, a fully connected (FC) layer with the ReLU
activation function computes the output probability for each emo-
tion category.
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Fig. 1: Proposed Model Architecture.

2.2. Multi-task Learning (MTL) with Style Recognition

Multi-task learning (MTL) is introduced to effectively combine mul-
tiple datasets for SER. In this study, the style recognition task is
added, where the style is either acted or spontaneous, which largely
affects the emotional expression. The red rectangle in Fig. 1 shows
the added network of FC for this task.

The entire neural network model is trained with the joint loss of
the two tasks as below,

L=Xser+ (1 = X)Lstyie 3

where Lsgr denotes the loss of SER and Ls¢y. denotes the loss
of the style recognition. Each loss is defined by the cross-entropy
between the predicted output and the ground-truth label.

2.3. Selective Multi-task Learning (MTL)

We also hypothesize that expression of neutral emotion is common
among the speaking styles while that of happy, angry, and sad emo-
tions are much different according to the style. Note that the number
of neutral samples is usually the largest in real-world datasets, which
means we need to build a stable model for the category. However,
simply using a very large number of neutral samples in training re-
sults in a model biased to the neutral category, which cannot detect
other emotion categories effectively.

Therefore, we propose a selective MTL method, where MTL is
applied to the emotion categories except for the neutral category by
using a similar number of samples for each category. The model
architecture is the same as shown in Fig. 1 and Equation (3), but the
style recognition loss is not computed for the neutral category. The
value of A becomes 1 for the neutral category.

3. DATASETS

In this study, we use two datasets to evaluate the proposed methods.

3.1. Acted Emotion Datasets (ACT)

The Interactive Emotional Dyadic Motion Capture (IEMOCAP)
database [8] has been widely used in SER studies. Some previous
works regarded it as a “spontaneous” emotion corpus in that the
subjects were not reading the text, but it is safe to classify it to
“acted” datasets because the actors were performing for explicit
emotions given a scenario (e.g., loss of a friend, separation). The
emotional expressions were prepared and should be different from
those observed in daily conversations in real life. It is also shown
in [19] that professional actors have different speech patterns from
untrained speakers, and thus the way of emotional expression should
be different from ordinary persons.

Therefore, we choose IEMOCAP, one of the most widely-used
English emotion corpora in the field of SER, as our acted emotion
corpus. In this corpus, five male speakers and five female speakers
are equally divided into five sessions, and each utterance has its tran-
scription and emotion labels. Ten different kinds of emotion labels
(angry, happy, sad, neutral, frustrated, excited, fearful, surprised, dis-
gusted, and other) are evaluated by at least three different annotators.

Following the conventions used in many previous studies us-
ing this database, we combine the utterances labeled “excitement”
into “happiness”, and only use data labeled “happiness”, “sadness”,
“neutral”, and “anger”. Thus, we have 5,531 utterances in total and
the details are given in Table 1.

3.2. Spontaneous Emotion Datasets (SPON)

For the spontaneous emotion dataset, we use recorded conversations
in a call center, which was collected by the company of the last au-
thor. The telephone conversations between customers and operators
are natural and spontaneous. They often involve emotional expres-
sions such as “angry” and “happy” primarily from customers, which
need to be detected, and that is the reason why we choose this cor-
pus.

This is a Japanese corpus, but we do not use any linguistic in-
formation in this study and instead explore a general audio-based
SER model independent of the language, following studies on multi-
lingual speech processing [20]. Furthermore, it is known [21] that
vocal tone is more dominant than the linguistic content in Asians’
emotional expressions as Asian people tend to avoid using explicit
linguistic emotional expressions [22].

This dataset has 109,933 utterances in total, and each utterance
has its transcription and emotion labels evaluated by three different
annotators. There are five emotion categories: angry, happy, disgust,
sad and neutral. In the data cleaning process, we first ignored the
samples that three annotators gave completely different labels.

We found that a large majority of samples are labeled “neutral”,
and many of the neutral utterances are “hai (Yes.)”, “ee (Emm...)",
and noise. We removed these utterances and randomly selected
2,000 utterances from the remaining neutral utterances to make the
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number of samples comparable to other categories and also the
IEMOCAP dataset. As a result, a total of 6,597 utterances are used,
and their details are given in Table 1.

Table 1: Numbers of utterances used for each emotion class in acted
and spontaneous datasets.

Database Anger Sadness Happiness Neutral
ACT 1103 1084 1636 1708
SPON 3029 692 876 2000

4. EXPERIMENTS

4.1. Data Preprocessing

For both acted utterances and spontaneous datasets, we used a 40-
channel log mel-scale filter bank (Imfb) as an input feature vector us-
ing python_speech_features. Following previous work [15, 16],
we set the maximal length of the utterance to 7.5 seconds, which
means for utterances longer than 7.5 seconds, we only used the first
7.5 seconds, and we padded with zeros to the utterances that are less
than 7.5 seconds.

We conduct the 5-fold cross validation in our experiments. We
also tried to make SER experiments in a speaker-independent man-
ner. For the acted database, IEMOCAP, we used four sessions for
training and the remaining one session for testing to ensure the
speaker-independent setting in each fold’s validation. The sponta-
neous dataset did not have speaker labels, but there are so many
(about 750) speakers in the dataset. Thus, we randomly divided the
whole dataset to five equal parts and use one part for testing in our
5-fold cross validation.

4.2. Configuration and Hyperparameters

Our baseline and proposed models were implemented with Pytorch
and trained using the Adam method [23] as an optimizer with a 1074
learning rate and a 10~° decay rate. We trained the model for 100
epochs. We also applied a dropout probability of 0.2 in each Bi-
LSTM layer. The details of the model are summarized in Table 2.
After preliminary experiments, we set the value of A for MTL to 0.8,
which weighs SER more than the style recognition.

Table 2: Settings of hyperparameters in training.

Notation Meaning Value
drsTm Number of cells in Bi-LSTM 256
d At Number of nodes in attention 512
dpen1 Number of nodes in FC1 4096
dDen2 Number of nodes in FC2 1024
NHead Number of heads in attention 8
T AttL Number of attention layers 1
A Loss Weights of SER 0.1-09
4.3. Results

Table 3 shows the overall SER results of UA (unweighted accuracy)
and WA (weighted accuracy) for all emotion categories averaged
over the two datasets. It presents a comparison of the baseline model,

a combined model that simply combines the two datasets for train-
ing without MTL, the standard MTL model, and the selective MTL
model proposed in this paper.

We also conducted an experiment by halving the number of
training data amounts after the combination of the two datasets in
order to offset the effect of the increased data amount. The results
with this setting are indexed with “(half)” in the table.

Table 3: Overall SER results by baseline, combined, MTL, and se-
lective MTL.

Training Data UA WA
Baseline

—ACT+SPON (separate) 59.83% 62.08%
Combined

—ACT+SPON 60.13% 63.09%
—ACT+SPON (half) 60.32% 60.06%
MTL

—ACT+SPON 60.48% 63.21%
—ACT+SPON (half) 61.13% 60.99%
Selective MTL

—ACT+SPON 62.68% 65.15%
—ACT+SPON (half) 61.06% 62.06%

The baseline performance of the acted database is UA of 55.65%
and WA of 54.57%, which are comparable to those reported for the
audio-only model in previous works [16]. A simple combination of
the two datasets brings a slight improvement (UA by 0.30% and WA
by 1.01% absolute, respectively). However, when we half the train-
ing data size, the WA is worse than the baseline. This is reasonable
because the two datasets are different in style.

By introducing MTL, a significant improvement of accuracy is
achieved (UA by 0.65% and WA by 1.13% absolute from the base-
line). The improvement slightly surpassed that by the simple combi-
nation. With the selective MTL, a much larger improvement of accu-
racy is achieved (UA by 2.85% and WA by 3.07% absolute from the
baseline). It significantly outperformed the standard MTL. More-
over, UA with the half training samples gets much better than the
baseline (by 1.23% absolute), suggesting the model is generalized
with these two different datasets. The results show the proposed se-
lective MTL realizes effective training.

From these results, we can get the following primary conclu-
sions. First, the simple combination of different datasets to increase
the amount of training data is somewhat effective even if the style of
the datasets is different. However, using MTL is more effective to
mitigate the mismatch of the two datasets. Lastly, the proposed se-
lective MTL can consider the mismatch more elaborately and further
improves the SER performance.

4.4. Error Analysis

In this section, we analyze the performance in each corpus by look-
ing at the detailed accuracy of each emotion category.

4.4.1. Acted Emotion Corpus

Table 4 shows the detailed accuracy of each emotion category for
the acted dataset (IEMOCAP). It is observed that by simply combin-
ing spontaneous utterances, the performance of the neutral category
has an accuracy improvement of 1% absolute and the performance
of the happiness category has a much larger accuracy improvement
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Table 4: Detailed results in acted corpus.

Emotion

Model Name Training Data UA WA
Anger Sadness  Happiness  Neutral
Baseline ACT 56.82% 72.14% 48.82% 44.82%  55.65%  54.57%
Combined ACT+SPON 55.38%  68.44% 52.72% 4590% 55.61% 54.48%
MTL ACT+SPON 53.14%  66.82% 53.55% 4431% 54.45%  53.14%
Selective MTL ACT+SPON 44.77%  76.76 % 64.42 % 51.92% 59.47% 56.87%
Ghosh et al. [24] ACT (Audio Only) 53.58%  64.27% 36.98% 52.63% 51.86% 50.47%
Feng et al. [16] ACT (Audio Only) - - - - 57.0% 55.7%
Chenchah et al. [25] ACT+SPON (Audio Only) - - - - - 50.06%
Table 5: Detailed results in spontaneous corpus.
Model Name Training Data Emotion UA WA
Anger Sadness Happiness  Neutral

Baseline SPON 82.93%  31.39% 71.46 % 53.65% 59.96% 67.17%

Combined ACT+SPON 84.35%  30.06% 65.98% 60.30% 60.17%  68.93%

MTL ACT+SPON 85.08%  33.96% 67.01% 61.10% 61.79%  70.04%

Selective MTL ACT+SPON 89.14% 20.95% 67.12% 61.75% 59.74%  70.76 %

of about 4%, accompanied by a slight decrease in other categories.
By introducing MTL, the accuracy of any category is not signifi-
cantly improved. The selective MTL brings a large improvement for
all categories except for anger. It is primarily because of improved
training of the neutral category. These results confirm our hypoth-
esis: there is a big gap in emotional expression between acted and
spontaneous conversations, but the expression of neutral emotion is
almost shared.

We also compare our result with other SER models using the
audio-only features in the IEMOCAP database in the lower part of
Table 4. It is confirmed that our results are much better than others.

4.4.2. Spontaneous Emotion Corpus

Table 5 shows the detailed accuracy of each emotion category for the
spontaneous dataset. We can see that using the combined datasets,
MTL and selective MTL methods have a significant improvement
in the accuracy of the anger and neutral categories. We reason that
some variety of anger expressions are complemented by the acted
dataset. As a result of the selective MTL, WA is significantly im-
proved while UA is not changed so much. This is because of the
enhancement of the neutral and anger categories, which are domi-
nant in our spontaneous dataset.

4.5. Analysis of Style Classification

We also examine the results of the other task, the style classification.
In all experiments, the accuracy of the style classification has never
been lower than 99.95%. It turned to be a very easy task. In fact,
there are many other factors to distinguish the two datasets: speakers
(actors vs. ordinary people), language (English vs. Japanese), and
recording conditions (studio vs. telephone).

It is hard to spot the primary factor, but in terms of SER, we sup-
pose that the major difference is the style of acted vs. spontaneous.
In any case, the results show the effectiveness of the selective MTL
when combining the different kinds of datasets.

5. CONCLUSION

In this paper, we have investigated the effective use of multiple cor-
pora for training an end-to-end speech emotion recognition model.
MTL is introduced to mitigate the difference in the style. Moreover,
we propose a novel method of selective MTL which considers the
similarity in the neutral category. Experimental evaluations demon-
strate the effectiveness of these methods.

This finding can make our research on SER no longer limited to
acted speech corpus, and open applicability to many kinds of real-
world application scenarios in human-machine or human-robot in-
teractions.
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