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Abstract Recent natural language generation (NLG) systems, which take meaning
representations (MRs) as input and generate corresponding texts (utterances), can
present fluent sentences with neural networks behind them; however, the system
often suffers from hallucination, a problem in generating information that is not part
of the given MR. This study focuses on suppressing the hallucination problem using
augmented data. We propose a data augmentation method that creates variations of the
training data based on phrase alignment and sentence structure. The proposed method
extracts correspondence between slots in the MR and terms in the sentence by phrase
alignment and syntactic structure of the sentence. It uses them to prepare new MRs
and their corresponding sentence as augmented data. Experimental results showed
that the system trained by our augmented data realized a robust NLG system with
high naturalness and informativeness even though it can suppress the hallucination.

1 Introduction

The demand for dialogue systems has been fueled by the spread of speech applica-
tions. Meaning representation (MR) is widely used to express both a user’s and a
system’s intent as a machine-interpretable expression in task-oriented systems as
restaurant searches [28] or tourist information navigation [27]. MRs are defined with
several slots in which each one has a corresponding value, such as an entity. A natural
language generation (NLG) task converts MRs into utterance [25].Data-driven meth-
ods for NLG have been studied using datasets including the E2E NLG Challenge [3].
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A variety of models have been proposed: rule-based models [3], template-based
models [14, 19] and neural networks (NNs) based models [7, 1, 4, 8].

NLG methods based on supervised learning often cause a hallucination problem.
Hallucination is a phenomenon in which the generated sentences contain content
that is not specified in the given condition [3, 10]. This is particularly problematic in
NLG tasks for dialogue systems, where content that does not exist in the input MR
is mentioned in the utterance. Hallucination undermines trust in dialogue systems
because they cite aspects unintended by the system designers/users. It can also cause
inconsistencies or contradictions in a dialogue history, since such systems generate
utterances that do not correspond to the dialogue management results.

When attempting to deal with hallucinations, most existing research is known to
devise inputs to the model, such as Retrieval Augmented Generation (RAG) [18],
or to filter the outputs [29]. On the other hand, it is also possible to deal with
such hallucinations by devising training data. Generation models based on NNs can
produce very fluent utterances for combinations of MRs in the training data; however,
they often produce incorrect content for combinations of MRs that do not exist in
the training data because they highly depend on training data. In other words, if the
training data adequately covers the patterns needed for generation, more appropriate
generation is possible.

This study addresses this problem with a simple idea; adding unseen MR patterns
to the training data by data augmentation. We make the augment training data (Data-
R) from the original training data (Data-O) by deleting some slots in existing MRs
and also editing the corresponding sentence considering content correspondences
and sentence structure. In this study, we proposed using an alignment tool and an
attention weight to acquire correspondences. In our method, we obtain the part of
the sentence that corresponds to the removed slot values and edit the sentence based
on this information to create augmentation data. This editing process uses syntactic
information to eliminate any syntactic/semantic errors to achieve qualified augmenta-
tion data. Our experimental results show that the proposed data augmentation method
suppressed the hallucination of test data that contained unknown MR patterns and
improve the informativeness of the generated sentences.

2 Preliminaries

In this study, we focus on NLG tasks that uses MR as input, such as those used in
dialogue systems, and solve the hallucination problem in NLG tasks. This section
defines our task and explains our approach to resolving hallucination problems in
existing studies.
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Inform Values

MR (input) name [the Wrestlers], priceRange [cheap], customerRating [low]

Generated sentence (output) The wrestlers offers competitive prices, but isn’t highly rated by customers.

Table 1 Example of MRs and generated sentences: restaurant guide

Slot name Example of values ||  Slot name Example of values
name Eagle, ... eatType restaurant, pub, . ..
familyFriendly Yes/ No priceRange cheap, expensive, ...
food French, Italian, . .. near Zizzi, Cafe Adriatic, . . .
area riverside, city center, ... ||customerRating 7 of 5 (low), ...

Table 2 Example of slots in MRs: restaurant guide

Meaning representation (MR)

Name [Eagle] eatType [restaurant]

NLG model

v

Generated sentence

Eagle is the restaurant near the city center.
Hallucination

Fig. 1 An example of hallucination in NLG task

2.1 Natural Language Generation

The NLG task generates utterances corresponding to the given MR. Formally, the
NLG model takes multiple slot values as an MR as input and outputs sentences
that reflect all the contents of the slot values. Examples of MRs and generated
sentences for a restaurant guide task are shown in Table 1. In this task’s MR, there
are multiple slots related to restaurants as defined in Table 2 in accordance with E2E
NLG challenge [3]. These slots are given with specific values, and the goal is to
generate a sentence that introduces the restaurant based on the input (Table 1). Such
data are generally prepared manually to correspond to the input MR and to build a
model to generate sentences from such data.

2.2 Hallucination

NN-based models have been widely used for generating word sequences. However,
most language generation models based on NNs suffer from the hallucination prob-
lem, as shown in Figure 1. Hallucination is a phenomenon in which the generated
sentence includes content that does not appear in the MR. This problem complicates
an information transfer because the model generates sentences that contain more
information than was initially intended in the MR.
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One of the causes of hallucination in NLG tasks is overfitting the model to the
dataset. NN-based language generation models are highly dependent on training data.
In other words, they can generate fluent sentences for the combination patterns of
MRs that are included in the training data. They can also generate unnatural sentences
for combinations that are absent from the training data, especially for combination
patterns where some of the MRs are missing from Data-O. However, creating a
dataset for every slot combination is difficult because training datasets are generally
created manually.

Several methods have been proposed to cope with this gap between MRs and
generation results, including decoding algorithms [5] and data augmentation using
external data [17, 24]. The data augmentation approach compensates for the distri-
bution of Data-O with Data-R for the actual variation of the given MR [7, 8]. Our
study adopts this policy but applies a simpler idea: deleting some slots and their
corresponding terms from the existing training data. When creating such data, we
have to delete the expressions in the output sentences that correspond to the deleted
slots. We expect our proposal to suppress hallucination because we can prepare
pseudo-training data for possible slot combinations that do not exist in Data-O, even
though it does not require any additional data.

3 Data Augmentation Based on Alignment and Sentence Structure

We describe our proposed method for data augmentation in this section. We used
paired data of MRs and generated sentences as training data. First, some slots in
the MR in a pair of Data-O are randomly deleted. Then we prepare a sentence that
corresponds to the MR with deleted slots. The sentences in Data-O are edited based
on their correspondence with the slots in MR and the sentence structure to prepare
such corresponding sentences. Figure 2 overviews the proposed method. “Original
dataset (Data-O)” indicates a pair of MRs and corresponding output sentences. The
data are converted to the “Augmented dataset (Data-R)” in the last part of the figure.
Data augmentation consists of two steps. “Alignment” indicates the relationships
between the slot values of the MR and the terms of the output sentences. From the
alignment results, “filtering based on syntax” uses the sentence structure to eliminate
unnatural sentence editing. The following sections describe these steps in detail.

3.1 Alignment of Meaning Representation and Qutput Sentence

We obtained the correspondence between the slot values of the MR and the terms in
the output sentences by alignment methods. We prepared two alignment methods:
an alignment tool for machine translation [11] and the attention weights of the
Transformer-based language model [23].
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e - N
Original dataset (Data-O)
MR name [Cocum] eatType [pub] near [the Sorrento]
kSentence Cocumi is a pub by the Sorrento . )

Remove slot
(e.g. near)

/ -
Alignment

MR name [Cocum] eatType [

] near [the Sorrento]

\Sentence Cocumisa by.the Sorrento. )
(= N
Filtering based on syntax
e
Sentence Cocum is a Sorrento
_————

by the

- J
Augmented dataset (Data-R) h

MR name [Cocum] eatType [pub] rearfthe Serrente}

\_Sentence Cocumis a pub by-the Serrento . )

Change the removed slot
and repeat

Fig. 2 Data augmentation procedure: Words with no correspondence by alignment are corrected by
filtering based on the syntax tree.

3.1.1 Alignment Tools (GIZA++)

Alignment tools, which estimate phrase correspondence between parallel sentences,
are widely used in statistical machine translation [12]. We use Giza++! with IBM-
model-4 to output the alignment results. To input MRs to the tool, we alternately
input both slot names and their values in the MR, such as “slot name 1 [slot value 1]
slot name 2 [slot value 2] ...”

As indicated in Figure 2, the alignment tool provides the corresponding words in
the output sentence for each slot. We can acquire the words that should be deleted
from the sentence in Data-R. In the example in Figure 2, when the slot “near [the
Sorrento]” is deleted, “the Sorrento” is estimated as the deletion target based on
the alignment result. However, this process alone results in an unnatural sentence
because “by” remains in the edited sentence. Therefore, we use a correction with a
syntax tree (described in Section 3.2) to avoid unnatural sentences.

3.1.2 Attention Weights

We also propose using attention weights in the attention mechanism of the Trans-
former model as correspondence alignment. Here we use a Transformer consisting
of a two-layer encoder and a two-layer decoder, as shown in Figure 3. The cross-
attention layer of the second decoder layer maps the slots in the MR to words in the

! https://github.com/moses-smt/giza-pp
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Generated
sentence

Cocum is a pub

Softmax layer

Cross-attention

Self attention | Self attention |

K
X 2 X2

C i b
Name Cocum eatType pub e Bat

Sentence
MR

(dataset)

Fig. 3 Alignment using attention weight

output sentence. A language generation model based on this Transformer architecture
is trained using the paired data of MRs and output sentences. When a target sentence
is input, cross-attention weights are extracted from the trained model. The decoder
is trained to output the same sentence. The average value X of all the elements of
the matrix is set as the threshold value (see the confusion matrix in Figure 3), and
element x;; of the matrix that exceeds the threshold value X is obtained. For element
x;j, the i-th word (slot names or values) in the MR corresponds to the j-th word in
the output sentence.

3.2 Filtering Based on Syntax

The alignment results are used to edit the sentences. However, as described in
Section 3.1.1, the alignment results alone are insufficient for proper sentence editing,
and as a result, unnatural sentences are often generated. Therefore, we filter the
unnatural sentences based on their sentence structure. We expect the filtering to
remove words in the generated sentences corresponding to the deleted slots that are
not captured by the alignment alone. Although the alignment results may contain
omissions in the correspondence, phrases that contain the words to be deleted can be
appropriately removed based on the sentence structure. Moreover, by considering
syntax trees, we can suppress the generation of sentences whose dependency relations
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are unknown. Thus, parsing information is also used to determine which slots to
remove. We can determine the removed slots to keep the minimum elements of the
edited sentences, i.e., a predicate and its obligatory cases are retained in Data-R.

We used Stanza [15], a Python wrapper for a Stanford Core NLP, as our syntax
parser, which extracts the case information of words with their dependency relations.
First, slots corresponding to predicates and obligatory cases are excluded from
the deletion target, and then the target slots are randomly determined. The words
corresponding to the slots to be deleted are marked, and a subtree is identified
that covers all of these words. All of these subtrees are deleted as if they were the
subtrees corresponding to the deleted slots. If a word to be deleted contains a word
corresponding to any non-deleted slots, the sample is not added to Data-R. Pairs of
MRs and sentences with some of the slots removed are used as a part of Data-R. We
determine the number of slots in the MR to delete and list the combinations of them.
This procedure is repeated for all the combinations of slots that can be deleted. This
allows the data to be augmented without compromising the syntactic naturalness of
the sentences in Data-R.

4 Experimental Settings

We experimentally confirmed the robustness of the NLG models trained by Data-R.
We used the E2E Challenge dataset [3] in our testbed. In addition to the test set of
the E2E NLG Challenge, we also used comprehensive test data from it, edited it to
remove some slots and added new correct sentences to them to check the effect on
the hallucination problem. In addition to the automatic evaluations, the naturalness,
the informativeness, and the amount of hallucination were evaluated manually. The
details of the experiments are described below.

4.1 E2E Challenge Dataset

E2E Challenge dataset contains slots of MRs and corresponding sentences for a
restaurant information task. The structure of the data is shown in Table 3. In this
dataset, the number of generated sentences exceeds the number of MRs because
identical MRs are manually generated by multiple annotators.

4.2 Baseline Model and De-lexicalization

In this study, we use the SLUG model [7], which achieved the highest score on
the E2E NLG challenge leader-board with an simple architecture, as the language
generation model. In SLUG, the training data are de-lexicalized during training. De-
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Data type Number Variation of slots

Training 42,061 4,862
Validation 4,672 547
Test 4,693 630
Total 51,426 6,039

Table 3 Composition of training data on baseline model

lexicalization replaces the corresponding words in the slot values and the generated
sentences with placeholder tokens [5]. This reduces the vocabulary and the amount
of required train data. Placeholder tokens in the generated sentences are replaced
with the original words in a post-processing step. The three slots are de-lexicalized:
name, near, and food. Words that appear in these slots can be replaced by rule-based
replacement because the same words appear in the generated sentences. On the other
hand, in such slots as “pricerange” and “area”, there are cases where the slot value
“less than $20” is expressed as “cheap” in the generated text or where “riverside” is
replaced with “by the river.” Thus, they are not de-lexicalized.

If we simply apply de-lexicalization, the words around the de-lexicalized slot
affect vocabulary choices. We define placeholder tokens by focusing on the following
two points. The first is whether the nouns in the slot values are singular or plural,
including the usage of “a” or “an” for singular nouns. The second point is whether
the value of the “food” slot contains a surface word “food”. For example, the ex-
pression “serves placeholder food” is valid in the “food[french]” slot, although it is
undesirable in the “food[fast food]” slot. They are distinguished by the “cuisine” list.

Both the baseline and the proposed method use such de-lexicalized data. In some
cases, de-lexicalized place-holders are generated that are not given in the input
MR. These patterns are removed during decoding. This is one way to suppress
hallucination during decoding.

4.3 Test Data for hallucination Evaluation

As evaluation data, we use the test data contained in the E2E challenge dataset (Test-
O). However, our focus is on hallucination when an MR is given that is not covered
by Data-O. To evaluate whether systems can generate sentences with sufficient and
necessary information, we prepared a new evaluation dataset to evaluate hallucination
using 630 types of MRs in the test data. We randomly deleted slots in the MRs from
the original test data and prepared new evaluation data for these partially missing
MRs (Test-R). When deciding which MRs to delete, we used the method described
in Section 3.2 to avoid removing predicates and obligatory cases. For each of the 630
pairs of slot values of MRs created in this way, we prepared a new corresponding
correct answer by an annotator. We showed triplet of original sentences, original
MRs, and MRs with the deleted slots to add appropriate sentences that corresponded
to the MRs with the deleted slots.
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Generated sentence
W1wz2...

Softmax layer

Dense layer

Cross-attention

Dense layer

| Self Attention |

| Self Attention |

X 2 X 2
SN1 SV1 SN2 Sv2... W1 W2...
MR Reference

Fig. 4 Model architecture: slot name (SN), slot value (SV), word of the generated sentence (W)

4.4 Model setting

We have changed the encoder of the baseline model (SULG) [7] from LSTM, which
was used in the original paper, to a Transformer. Both the encoder and decoder consist
of two layers (Figure 4). The batch size for training is 1024, and the latent variables
are 256-dimensional. For each slot in the MR, pairs of slot names and slot values are
input in word units. A slot name placeholder is treated as a single word and identified
as a slot name, e.g., “name_slot.” The decoder outputs the raw sentences word by
word. In the experiment, we applied the following hallucination suppression methods
in both the baseline and the proposed model. During training, we applied teacher
forcing to the decoder. During inference, the decoder used top-K decoding and used
its 1-best. However, if the 1-best directly outputs slot name (“eattype”, “pricerange”,
“costomerrating”) or the de-lexicalized slot value is not included in MR, the generated
sentence is excluded, and the next candidate sentence in top-K decoding is used as
the output. We evaluated NLG models trained on Data-O and Data-R.

4.5 Evaluation Metrics

Automatic Evaluation We applied automatic evaluation scores to verify the effec-
tiveness of our proposed data augmentation method. For this evaluation, we used
the evaluation data of the original E2E challenge (Test-O) and the newly prepared
evaluation data to focus on hallucination (Test-R). We used BLEU and Entity-F1.
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BLEU is a lexical overlap metric used to measure similarity between generated
sentences and references. Entity-F1 evaluates whether the corresponding words
of the slots are output. The precision is calculated from the number of generated
phrases that appear in the MR N, and do not appear in the MR Ny, using the formula
Nip/(Nip+Nyp). The recall is calculated from N, and the number of phrases not in a
generated sentence but in the MR Ny, using the formula N,/ (N;, + Ny,). Entity-F1
is the harmonic mean of them. If the precision is low and recall is high, hallucination
probably occurred. Entity-F1 requires the expected output word for each slot in the
MR to be calculated. For the de-lexical slots; “name,” “food,” and “near,” it counts
the slot value output in the generated sentence. A list of possible expressions is
prepared for each slot for other slot values. The expressions included in the list are
judged to ascertain whether they appear in the generated sentences.

Human Subjective Evaluation In the human evaluation, an annotator assessed the
quality of the sentences generated by the model by their naturalness, informativeness
and the number of hallucinations. The data for the evaluation consisted of 200
MRs randomly selected from the test data (test-R), and the annotators evaluated
the generation results corresponding to each model. The evaluation was performed
by one annotator other than the author of the paper. They were presented with the
generated sentences and MRs and rated the following items on a 5-point scale.

* Naturalness: whether the generated sentence is natural;
* Informativeness: whether the generated sentence reflects the given MR.

Moreover, the annotator counted the number of hallucination to calculate the ratio of
slot values described in the generated sentence even though they are not included in
the MR. The human evaluation was done blindly, including the reference sentence in
the test set to guarantee our evaluation quality.

4.6 Compared Models

In the evaluation, the case without data augmentation was used as the baseline
model (Baseline). In contrast, we compared a case with data augmentation using
an alignment tool (Tool), using an attention weights (Attention), and both methods
(Both methods). For these data augmentations, we set “removed slots” based on the
maximum number of slots to be removed. Removed slots=1,2,3 allows a maximum
of three slots to be randomly removed during data augmentation, increasing the
amount of data augmentation. In Both methods, we use both augmented data by tool
and attention.

Another method to suppress the hallucination is the using N-best during decoding.
This method generates N-best candidates and selects the one with the highest Entity-
F1 score for a given MR. We conducted an automatic evaluation for both with and
without N-best decoding. In the human evaluation, we evaluated the outputs without
5-best decoding to measure the proposed method’s pure effect in our experiments.
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Augment test set (Test-R) E2E test set (Test-O)
Removed Training Entity Entity

Model slots data B Precision Recall F1 BLEU Precision Recall F1
Baseline 0 42,061 0.632 0.953 0.928 0.940 0.694 1.0 0.900 0.947
Tool 1 63,055 0.634 0.953 0.913 0.932 0.689 0.999 0.903 0.950
Tool 1,2 84,184 0.629 0.952 0.916 0.933 0.687 0.998 0.899 0.946
Tool 1,2,3 97,137 0.612 0.993 0.907 0.949 0.681 1.0 0.892 0.942
Attention 1 49,239 0.623 0.922 0.921 0.922 0.687 0.999 0.903 0.949
Attention 1,2 52,055 0.635 0.944 0.921 0.932 0.690 1.0 0.905 0.950
Attention 1,2,3 52,721 0.637 0941 0.918 0.929 0.686 1.0 0.899 0.947
Both methods 1 70,233 0.635 0.930 0.904 0917 0.687 0.999 0.900 0.947

Both methods 1,2,3 107,797 0.632 0.952 0.919 0.935 0.690 1.0 0.906 0.950

Table 4 Automatic evaluation results

Augment test set (Test-R) E2E test set (Test-O)
Removed Training Entity Entity

Model slots data BL Precision Recall F1 BLEU Precision Recall F1
Baseline 0 42,061 0.615 0.964 0.934 0.949 0.672 1.0 0.908 0.951
Tool 1 63,055 0.516 0.969 0.931 0.950 0.650 0.999 00911 0.953
Tool 1,2 84,184 0.567 0.968 0.930 0.948 0.656 0.999 0.909 0.952
Tool 1,2,3 97,137 0.587 0.994 0.928 0.960 0.659 0.999 0.908 0.952
Attention 1 49,239 0.609 0.963 0.926 0.944 0.665 1.0 0911 0.953
Attention 1,2 52,055 0.617 0.970 0.931 0.950 0.653 1.0 0.916 0.956
Attention 1,2,3 52,721 0.623 0.981 0.930 0.955 0.670 1.0 0.909 0.952
Both methods 1 70,233 0.530 0.963 0.933 0.948 0.645 0.999 0.913 0.954

Both methods 1,2,3 107,797 0.602 0.987 0.931 0.958 0.643 0.999 0.907 0.951

Table S Automatic evaluation results (with N-best decoding)

5 Experimental Results

5.1 Automatic Evaluation Results

The experiment’s results are shown in Tables 4 and 5, which respectively use 1-best
and N-best decoding. First, we compared the evaluation results for the original E2E
challenge (Test-O) and the newly prepared evaluation data (Test-R)?. In the Test-R
results, the precision scores decreased, but the recall scores increased, indicating some
hallucinations in Test-R. When we look at the Entity-F1 scores, using the alignment
tool achieved the best F1 scores in both settings, even though their BLEU scores
decreased. In contrast, the methods based on attention weights slightly improved
the BLEU scores. Moreover, the number of augmented data (the “training data” in
the table) from the attention weights was less than it from the alignment tool. This
is because using the attention weights created more fluent augmented data. If we
combine both methods, their scores are comparable to the baseline. This suggests
that the results may be intermediate between the two methods. However, we have to

2 We will open the test data when we publish the paper.
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Model Human evaluatiqn . Ha.llucination rate

Naturalness Informativeness (average hallucination per sample)
Baseline 4.945" 4.050 12.6% (0.305)
Tool 4.500 3.900 153% (0.455)
Attention 4.900 4.245** 7.0%"* (0.185)
Both methods 4.350 3.930 21.3%  (0.595)
Reference (gold) 4.880 4.855 0.6% (0.020)

(* < 0.05, %+ < 0.01)

Table 6 Human evaluation for quality of generated sentences and number of hallucination. Wilcoxon
signed-rank test between results of Baseline and Attention is used for analysis of naturalness and
informativeness. A paired two-sided t-test between results of Baseline and Attention is used for the
analysis of hallucination rate.

look at the human evaluation results because the correlation between the automatic
evaluation metrics and human scores is not high.

If we compare the N-best decoding with 1-best decoding, N-best improved the
Entity-F1 scores, and even their BLEU scores are decreased as general trends. This
is because the N-best results decoding are optimized to the Entity-F1 scores. Using
the alignment tool achieved the best Entity-F1 scores in both decodings, and using
attention weights achieved the best BLEU scores in both decodings.

5.2 Human Subjective Evaluation Results

We focused on three human evaluation scores: naturalness, informativeness, and
hallucination. The former two criteria are widely used in NLG research, and the
last is a new criterion on which to focus our research issue. The results are shown
in Table 6. First, our evaluator added high naturalness and informativeness to the
reference sentences with less hallucination; this result qualifies our evaluation results.

According to the results, using attention weights shows the lowest hallucination
rate and highest informative score without a big drop from the highest naturalness
score. The informativeness results were significantly different from the scores of
the baseline method at a significance level of 1%; even though it decreased the
naturalness slightly.

Hallucination was also suppressed by a method other than baseline except by com-
bining both methods. This indicates that the proposed data augmentation methods are
adequate for the hallucination problem. However, surprisingly, using both methods
did not contribute to the hallucination problem. This was caused by a gap between
the distributions of the Data-R and the potential test dataset. Both methods, using
the alignment tool and the attention mechanism, did not stabilize to learn because
the generated sentence by each method has different characteristics.

In the manual evaluation, the method using attention was highly rated. This is
probably because the method using the alignment tool did not consider the naturalness
of the augmented sentences but just assumed syntactically consistent sentences if we
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compare it with the system based on attention weights. This result is consistent with
the fact that the BLEU score was higher for the method using the attention weights
than for the method using the alignment tool in the automatic evaluations. In the next
section, we explain various methods proposed to suppress hallucination: decoding
methods, design of the objective function during training, and data augmentation.

6 Related Work

Several decoding methods have been proposed to suppress hallucination [21, 17].
Tian et al., [21] used confidence scores calculated from attention weights to suppress
hallucination. Shen et al., [17] estimated a slot in the given MR that corresponded to
the segmentation of interest and used the slot value for the generation to suppress the
hallucination. Using an NLG network that is robust for the unseen patterns is also
proposed [22].

Several objective functions for training NLG models have been proposed to
suppress hallucination [9, 13, 16]. They introduced reinforcement learning in the
training process to improve the controllability of NLG models by penalizing a
generated sentence that does not adequately represent a given MR. Multi-task learning
is also applied to ensure the robust NLG [30].

Several data augmentation methods have been proposed to suppress hallucina-
tion [7, 8, 20, 26]. Juraska et al., [7] augmented the training data when a reference
sentence consists of multiple sentences by splitting them into separate training sam-
ples with corresponding MRs. Their idea is similar to our approach, which improves
the diversity of MR patterns in the training data, thereby suppressing hallucination.
Other works [8, 2, 26] utilized sampled sentences from a pre-trained NLG model by
using various MR patterns for the data augmentation. The data augmentation idea is
also important in NLU tasks, the reversing task of NLG [6].

Our data augmentation method is common to conventional methods in that it
improves the diversity of MR patterns in the training data. However, the performance
of conventional methods based on sampling from pre-trained NLG models strongly
depends on the original training data distribution. Thus, it suffers from the generation
corresponding to rare MR patterns and the semantic unnaturalness of the gener-
ated sentences used for data augmentation. In contrast, the new training samples
obtained by our data augmentation method cover a wide variety of MR patterns,
even though they are natural and based on human-written sentences. Furthermore,
our data augmentation method is more flexible than conventional data augmentation
methods based on sentence/MR splitting, as they allow more fine-grained editing of
the original sentences. It is also important to note that our method can be easily used
with other data augmentation methods.
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7 Conclusion

In this paper, we focused on suppressing the hallucination problem in NLG tasks.
We proposed a data augmentation method using phrase alignment and filtering using
sentence structure to solve this problem. We used an alignment tool and the attention
weights of the NLG model to obtain correspondences and used the sentence structure
to eliminate unnatural augmented sentences. Our proposed method based on the
attention weights achieved the best BLEU score in the experiment and the highest
human evaluation scores with hallucination suppression. We also confirmed that
our data augmentation method could be used with other hallucination suppression
methods, such as N-best decoding. Future work will validate our proposed method
on a wider variety of data sets. The proposed method is simple and can be easily used
in combination with other hallucination suppression methods, and the effectiveness
of such combinations must also be investigated.
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