Character adaptation of spoken dialogue
systems based on user personalities
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Abstract Character expression (e.g., extrovert or agreeable) is important for spo-
ken dialogue systems to achieve human-like dialogue. The appropriate character is
different depending on each dialogue task and the user. In this study, we propose
a character expression method according to the user personality in task-oriented
dialogues. A previous psychological study identified four representative character
classes based on the large-scale ratings on the Big Five traits. We use these four-
character classes for character adaptation to the user personalities. Specifically, we
investigate how the combination of the user personality and the system character af-
fects the impression of the dialogue. Our analysis of a human-robot dialogue corpus
using the Wizard of Oz (WOZ) method shows that the combination of the sub-
ject personality and the robot character affects the favorable impressions toward the
robot. Based on the analysis, we have designed and developed a character adapta-
tion model that controls spoken dialogue behaviors: utterance amount, backchannel
frequency, fillers frequency and switching pause length. In a subjective experiment,
a robot talked with subjects as a laboratory guide in four different character condi-
tions, and each subject evaluated the impression of each robot. The results shows
that the extrovert character was preferred for items on the laboratory guide’s skill,
and that the appropriate character to the user personality was preferred for items on
how easy to talk with the robot.

1 Introduction

User adaptation of spoken dialogue systems is to make systems generate behav-
iors appropriate to the user’s attribute or situation, which leads to increasing user’s
satisfaction with dialogues. One of the system elements that can be adapted is its
character. Character expression (e.g., extrovert or agreeable) is important for spo-
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Fig. 1 Overview of character adaptation based on user personality

ken dialogue systems for human-like interaction [5,21]. It is shown that the charac-
ter expression of spoken dialogue systems leads to increasing user engagement and
naturalness in dialogue [[18,|10}20]. Therefore, previous studies addressed character
expression models for dialogue systems [16, 19, |8 [19].

On the other hand, classification of the user is necessary for user adaptation. A
widely-used user classification is personality. As many studies on personality esti-
mation have also been conducted [[12}[1}22], it is possible that the user personality is
estimated through spoken dialogue. It was confirmed that users with different per-
sonalities had different impressions of a dialogue system [2} 25]]. Therefore, user
adaptation based on the user personality is required to achieve a satisfactory dia-
logue.

In this study, we propose character adaptation, where a spoken dialogue system
expresses the character appropriate to the user personality. Note that, “personality”
is used as a psychological dimension for classifying users, and “character” is used
as the impression that the dialog system gives to the user in this paper. An overview
of character adaptation is shown in Fig|l| First, a user is classified into four classes:
Role model, Reserved, Self-centered and Introvert. According to the user person-
ality, the system expresses one of four characters: Role model, Reserved, Introvert
and Neutral. The character expression model [24] is used to control the behavior of
the spoken dialogue system.

We conducted two experiments to evaluate the proposed method. In Section
we analyze the classifications of the system character and the user personality by
a corpus-based analysis. In Section 4] we identify the appropriate system character
for the user personality in a subjective experiment.

2 Related work

Character adaptation consists of user adaptation and a character expression model.
We discuss how each method in this study differs from previous studies.
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2.1 User adaptation

Some user adaptation methods of dialogue systems were addressed in previous stud-
ies. One method accumulates the user’s dialogue history and makes the user’s pro-
file [L1]. This method assumed that the same user continues to use the system such
as a smart speaker. Other methods were proposed using the user’s intent, and profi-
ciency with the system or identifying the user’s preferences [4} 23]]. In these meth-
ods, continuous use of the system is necessary to create the model of the user.

We propose a method to adapt the behavior of the system using personality to
deal with first-time interaction. We presume personality affects a user’s preferences
and impressions of the system [2} 25].

2.2 Character expression model

In this study, the system character is adapted according to the user personality. Pre-
vious studies indicated that different users have different preferences for the charac-
ters. Some methods were proposed to set up specific characters or personas of dia-
logue systems and control system utterances [9} [15]]. These methods are not suitable
for controlling the character according to the user. On the other hand, some methods
are proposed to express system characters using the Big Five [16] 18, [19] which is
a personality trait in psychology. However, the search space for user adaptation is
huge if we directly use Big Five traits, so we propose a method to classify the Big
Five traits into four template classes and also to express appropriate characters from
the four classes.

3 Character adaptation

An overview of character adaptation in this study is shown in Fig[l] In this method,
the dialogue system classifies users into four classes and expresses the best character
from the four characters according to the user personality class. In Section[3.1] we
explain the four classes of user personality and the system character. In Section 3.2}
we analyze the effectiveness of the classification using a dialogue corpus.

3.1 Classification of system character and user personality

We define the personality and character class based on the Big Five traits [17] as
summarized in Table[I] Big Five is widely used for personality in psychology. How-
ever, to extract four classes from the Big Five and use them as system characters and
personalities. This classification was based on a previous study [6] that analyzed us-
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Table 1 Description of Big Five traits

Traits Typical properties
Emotional instability (Em) sensitive/nervous vs. resilient/confident
Extrovert (Ex) outgoing/energetic vs. solitary/reserved
Openness (Op) inventive/curious vs. consistent/cautious
Agreeableness (Ag) friendly/compassionate vs. critical/rational
Conscientiousness (Co) efficient/organized vs. extravagant/careless

Table 2 Character and personality classes

Class User System Big Five traits

name personality Character Em Ex Op Ag Co
Role model o o Low High High High High
Reserved o o Low Low Low High High
Self-centered o High High High Low Low
Introvert o o High Low Low Low Low
Neutral (Baseline) o Middle Middle Middle Middle Middle

ing the personality ratings of over 140,000 people and then found four template
clusters: Role model, Reserved, Self-centered and Average. The relationship be-
tween these classes and the original Big Five scales is summarized in Table 2} Note
that we remove “Self-centered” from the system character, which is inappropriate
for a dialogue system, and use “Neutral” instead.

3.2 Analysis of classification using spoken dialogue corpus

We analyzed the effect of the combination of the dialogue system character and the
user personality on the impression of the dialogue. We used a human-robot interac-
tion corpus with android ERICA. In this corpus, the subject talked with the android
ERICA [13] in Japanese, which was remotely controlled by an operator using the
Wizard of Oz (WOZ) method. However, the subjects did not know that ERICA was
being controlled by the operator. The dialogue task was speed-dating, in which each
subject and ERICA talked to get to know each other in their first meeting. After the
dialogue, each subject evaluated an item of “Did you have a favorable impression
of the robot?”, called a favorable score, on a 7-point scale. On the other hand, the
ratings of the subject personality and ERICA’s character were not collected in this
corpus. In this section, we refer to the subject in this corpus as “subject” and ERICA
as “system”.

We conducted an annotation for the subject personality and the system charac-
ter. In this experiment, 39 university students watched the video of the corpus and
answered the questionnaires. In this section, we refer to them as “evaluators”. The
evaluators answered TIPI-J [3] as their impressions of the subject and the system.
TIPI-J is a Japanese translation of TIPI [7], in which the evaluators answered the 10
items on a 7-point scale. For example, a couple of question items about extroversion
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Fig. 2 Clustering results of subject personality (Upper) and system character (Lower)

are “Do you see yourself as extroverted and enthusiastic.” and “Do you see yourself
as reserved and quiet.” We prepared 195 video clips sampled from the 65 dialogues
in the corpus. Each evaluator evaluated about 20 video clips and we finally collected
778 annotations, excluding some missing data.

We normalized the evaluation score using the mean and standard deviation of
each evaluator’s rating. We then classified the Big Five scores into four classes us-
ing K-means clustering. K-means-+4- was used for initialization and the number
of iterations was set to 300. The clustering results of the subject personality and
ERICA character are shown in Figure{Z]

The results of the relationship between the subjects’ favorable scores and the per-
sonality classes are shown in Table [3] This table shows the mean of the favorable
scores and the data size for each combination of the subject personality and the sys-
tem character. We conducted a one-way factorial analysis of variance in each subject
personality class. This analysis examines whether differences in the system charac-
ter affect users’ favorable scores. The result shows that the subjects preferred differ-
ent system’s characters depending on their personality. Therefore, we can conclude
it is necessary to express different characters according to each user personality in
order to make a favorable impression of the user.
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Table 3 Mean of favorable scores on 7-point scale for combination between system character and
subject personality (the data size)

System character
Role model Reserved Self-centered Introvert
Role modelt 4.90 (83) 4.55 (40) 5.11 (28) 5.26 (34)

Subiect personality RESeTved™ 497(76)  5.05(77)  5.02(43)  5.10(42)
Ject p Y Self-centeredt 5.51 (47)  5.15(54)  4.86(32)  5.17 (46)
Introvert* 475(51)  5.03(60) 4.92(26)  4.94(50)

Tp<.10,* p< 05

4 Subjective experiment

We conducted a subjective experiment to evaluate that the impression of the dia-
logue is improved when the system expresses an appropriate character to the user
personality. Although we used the WOZ dialogue in the previous section, in this
section, we evaluate the effect of character adaptation with an autonomous spoken
dialogue system. This dialogue system was designed for an explanation of the re-
search topics as a laboratory guide. We used our character expression model [24],
which controls the system’s spoken dialogue behaviors according to the specified
system character.

4.1 Laboratory guide system with character expression model

We proposed a character expression model for spoken dialogue systems [24]. This
model controls four spoken dialogue behaviors: utterance amount, backchannel fre-
quency, filler frequency, and switching pause length. We trained the model by using
the annotated dialogue data explained in Section [3.2] The inputs of this model are
the Big Five traits that we want the system to express and the outputs are the con-
trol values of the four dialogue behaviors. The control values of the four behavior
are continuous values of 0 — 1 that can be directly used in the ERICA’s system, as
explained later. The input value of each Big Five trait was the average value of each
character class in Fig[2] However, we input 0.5 to the model in the Neutral condition.
The control values for each condition are summarized in Table 4]

The control values corresponded to the behavior settings as follows. We pre-
pared two utterance patterns corresponding to the long and short utterance amount
as a scenario-based dialogue system. According to the control value of utterance
amount, the system selects one of the two-utterance patterns: long or short utter-
ances. We used the backchannels generation module [14] to control the backchan-
nel frequency. The model determines generation of backchannels every 100 mil-
liseconds by using prosodic features of the user utterance with a logistic regression
model. The control value of backchannel frequency corresponded to the threshold of
the output probability of the backchannel generation module. The control value of
filler frequency corresponded to the threshold of its probability. Fillers are inserted
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Table 4 The control values of dialogue behaviors in each character condition

Control values of dialogue behaviors (0 — 1)

Character condition Utterance amount  Backchannel Filler = Switching pause length

Role model 0.8 0.8 0.1 0.2
Reserved 0.4 0.3 0.1 0.4
Introvert 0.1 0.1 0.7 0.7

Neutral 0.5 0.3 0.2 0.3
|
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Fig. 3 Dialogue flow of the laboratory guide system

stochastically at the beginnings of the system utterances. The switching pause length
is the length of silence until the system takes a turn. The control value of the switch-
ing pause length is linearly mapped to the switching pause length from 700 to 3,000
milliseconds.

We implemented the character expression model in the laboratory guide system
of android ERICA. This dialogue system is a scenario-based one that introduces
research topics to a student who visits the laboratory. The system reads pre-defined
sentences and sometimes asks the visitor to ask questions (Fig[3). After the visitor’s
response, the system proceeds to the next topic.

4.2 Experimental setting

In this experiment, 40 undergraduate and graduate students talked with the labo-
ratory guide system with four different conditions: Neutral, Role model, Reserved,
and Introvert. In each condition, the system introduced one of four different research
topics: speech recognition, spoken dialogue system, acoustic signal processing, and
music information processing. At the beginning of the experiment, each subject
answered his/her Big Five personality traits using TIPI-J [3]. At the end of the ex-
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Table 5 Questionnaire used in subjective evaluation

Items
Q1 Is it easy for you to talk with the robot?
Q2 Do you think that the robot was good at explaining?
Q3 Do you think that the robot adapted to you?
Q4 Do you have a favorable impression with the robot?
Q5 Do you think that the robot spoke naturally?
Q6 Would you like the robot to explain other research topics?
Q7 Would you like the robot to talk about topics other than research?
Q8 Do you think the robot understand your personality?
Q9 Do you think the robot was a good laboratory guide?

Table 6 Subjective evaluation scores (7-point scales) on Big Five traits for each system character
condition

Character condition Big Five scores: Mean (SD)

Em Ex Op Ag Co
Role model 2.80(0.87) 4.72(0.95) 4.37(1.06) 4.94(1.27) 5.02(1.09)
Reserved 2.79(1.02) 4.31(1.21) 421(1.10) 4.97(1.25) 4.75(0.97)
Introvert 4.00(1.19) 3.63(1.29) 4.14(1.15) 5.06(0.93) 4.43(1.30)
Neutral 3.26(1.23) 4.13(1.24) 4.15(1.11) 522(0.94) 4.79 (1.08)

periment, he/she answered the questionnaires about subject’s impression with the
dialogue as shown in Table 3]

4.3 Experimental results

At first, we analyzed the Big Five rating for each character condition in Table[6] The
scores normalized for each subject are shown in Fig[d] The score in each character
condition was consistent with the character class tendencies in Table 2| This result
confirms that the subjects recognized the differences in the different system charac-
ter conditions. The results of the clustering of the subject personality are shown in
Fig. B Based on the combination of these four personality classes and the system
character conditions, we analyze the impression evaluation results.

We conducted a two-way repeated measures analysis of variance (ANOVA) on
the conditions. The subject’s evaluation scores and the results of the ANOVA are
shown in Table[7] “System character” means the evaluation scores for each system
character and “Subject personality” means the evaluation scores for each user per-
sonality. “System factor” means whether significant differences are shown among
the system characters. “Subject factor” means whether significant differences are
shown among the subject personalities. “Interaction effect” means whether signif-
icant differences is shown among the combination between the system character
and the subject personality. The result showed significant differences in the system
factor of Q2, Q6, and Q9. The evaluation results for each system character in Ta-
ble |Z] show that “Role model” and “Reserved” are highly rated. Since Q2, Q6, and
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Table 7 Mean evaluation scores (7-point scales) and the results of ANOVA in each questionnaire

item

Items

System character

Subject personality

ANOVA
System Subject Interaction

Role Res Int Ne Role Res Self Int factor factor effects
Q1 4.42 4.58 4.19 4.39 3.97 4.53 4.65 4.50 0.41 1.35 2.08*
Q2 5.28 497 4.25 4.58 4.36 5.03 4.80 4.87 4.26** 1.75 2.96%*
Q3 3.72 3.834.06 4.19 3.47 442 4.503.75 0.78 3.85%* 1.67f
Q4 4.47 4.81 428 4.61 4.08 4.67 470 471 1.06 2.59% 1.71%
Q5 4.19 4.17 3.81 4.06 3.72 428 445398 0.65 2.59 1.03
Q6 4.69 458 3.72 431 3.81 4.67 4.45 4.40 3.63** 259} 1.71%
Q7 4.08 4.06 3.81 3.89 3.39 4.31 450 3.90 031 3.52%* 1.22
Q8 3.36 3.19 3.36 3.28 2.72 3.56 3.65 3.38 0.13  3.37* 0.56
Q9 4091 4.69 3.83 4.25 4.08 4.83 4.70 4.27 3.78** 1.96 1.53

Role: Role model, Res: Reserved, Int: Introvert, Ne:Neutral
tp <.10,* p < .05, ¥* p < .01

Q9 are questions about whether the system is good at the laboratory guide, there is
a suitable character for the laboratory guide. Moreover, significant differences are
shown in the subject factor of Q3, Q7, and Q8. This means that subjects differ the
evaluation scores depending on their personalities. For example, the reserved and
self-centered subjects evaluated the high scores about questions. These subjects are
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Fig. 6 Mean evaluation scores (7-point scales) in each combination of system character and subject
personality. Role: Role model, Res: Reserved, Self:Self-centered, Int: Introvert, Ne: Neutral

considered to have a favorable impression of interacting with the robot. Significant
differences are also found in the interaction effects of Q1 and Q2. This means that
the subjects differ in their preferences for the system character they want to interact
with depending on their personalities. We explain specific relationships below.

The subject’s evaluation results for each combination of the system character and
the subject personality are shown in Fig[6] The results show which characters are
easier to talk with depending on the subject personality. For example, the role model
subjects liked the role model systems, and the self-centered subjects liked reserved
systems. Note that Q5 has no significant differences in any factors, which means
that there is no relation between dialogue naturalness and system character.

In summary, it was seen that the character desired for the task differs from the
character that the subject feels comfortable talking to. In other words, to achieve
user-adapted dialogue, it is necessary to switch characters for each user.
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5 Conclusion

In this study, we have shown that satisfaction with dialogue improves when the sys-
tem expresses characters appropriate to the user personality. At first, we analyzed
the speed-dating dialogue corpus and confirmed that the favorable impression de-
pended on the combination of the system character and the user personality. Second,
we conducted a subjective experiment and confirmed that there is a difference be-
tween the character desired as a laboratory guide and the character that subjects
want to talk to as a dialogue partner. For example, “Role model” and “Reserved”
characters are appropriate as laboratory guides. Moreover, the characters that user
feels easy to talk to differ depending on their personalities. The results obtained in
this study support that switching system characters according to the user personality
is effective for user adaptation.

In future works, we will construct a real-time character adaptation system using
a personality recognition model to confirm the effect of character adaptation in real
dialogue scenarios. In addition, we will also evaluate the similar effect in non-task-
oriented dialogues such as chatting.
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