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ABSTRACT

We address the effective finetuning of a large-scale pre-
trained model for automatic speech recognition (ASR) of low-
resource languages with only a one-hour matched dataset.
The finetuning is composed of domain adaptation and lan-
guage adaptation, and they are conducted by using hetero-
geneous datasets, which are matched with either domain or
language. For effective adaptation, we incorporate auxiliary
tasks of domain identification and language identification
with multi-task learning. Moreover, the embedding result
of the auxiliary tasks is fused to the encoder output of the
pretrained model for ASR. Experimental evaluations on the
Khmer ASR using the corpus of ECCC (the Extraordinary
Chambers in the Courts of Cambodia) demonstrate that first
conducting domain adaption and then language adaption is ef-
fective. In addition, multi-tasking with domain identification
and fusing the domain ID embedding gives the best perfor-
mance, which is a CER improvement of 6.47% absolute from
the baseline finetuning method.

Index Terms— Speech recognition, low-resource lan-
guage, domain adaptation, language adaptation, Khmer lan-
guage, self-supervised pretraining.

1. INTRODUCTION

Large-scale pretrained models based on self-supervised learn-
ing (SSL) [1, 2, 3, 4, 5, 6] have been intensively studied in
speech and language processing communities. In speech
processing, pretrained models such as wav2vec 2.0 [1],
XLSR-53 [3], and XLS-R [4] have been successfully ap-
plied to many downstream tasks, including ASR [7, 8, 9, 10],
speaker recognition (SRE) [11, 12], language identification
(LID) [13], and speech emotion recognition (SER) [14].
Among them, XLS-R, which was trained with speech data
from many languages, has shown impressive performance in
ASR of low-resource languages. Finetuning the SSL model
requires a much smaller amount of labeled data than training
conventional end-to-end (E2E) networks [15, 16], which need
massive amounts of data [17]. However, it is shown that it
still requires a considerable amount of labeled data, like 10
hours, for finetuning the pretrained model to achieve satisfac-

tory performance. [7, 8, 9, 10]. This is the case for languages
that are not well covered by the pretrained model, such as
XLS-R.1 Since it is still difficult to collect such an amount of
labeled data for many low-resource languages, in this paper,
we address effective finetuning with the target dataset of only
one hour.

The finetuning process for ASR involves domain adap-
tation and language adaptation. Here domain adaptation is
concerned with application systems, speaking style, and in-
put environments. Although the dataset matched with both
domain and language of the target task is very limited (i.e.,
one hour), we often have access to other datasets, which are
matched only with the domain (but in different languages)
or only with the language (but in different domains). In this
study, we explore effective domain and language adaptation
using these kinds of heterogeneous datasets.

A straightforward method is to conduct domain adapta-
tion using matched-domain datasets and then language adap-
tation with the target-language datasets. We also investigate
the incorporation of auxiliary tasks, such as language identifi-
cation and domain identification, with a framework of multi-
task learning (MTL). This will allow the adaptation process
to use the different kinds of datasets selectively. Moreover,
we also investigate fusing the result of the auxiliary tasks by
means of embedding domain ID or language ID to the encoder
output of the SSL model before the final ASR step.

A variety of adaptation methods are evaluated in the ASR
task of the Khmer language using the corpus of Extraordinary
Chambers in the Courts of Cambodia (ECCC), where the do-
main is defined as transcription of court speech. It is shown
that the two-step adaptation to the domain and the language
using the heterogeneous datasets with multi-task learning and
fusion results in improved performance.

The rest of this paper is structured as follows. We briefly
overview the related work in Section 2. We then present our
proposed method in Section 3. Section 4 describes the setup
of the experiments and presents the result of all experimental
evaluations. We conclude the paper in Section 5.

1https://huggingface.co/facebook/wav2vec2-xls-r-300mIC
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2. RELATED WORK

Finetuning a large-scale SSL pretrained model has been in-
tensively studied for many tasks. In low-resource language
ASR, Yi et al. [7] showed the effectiveness of applying a
wav2vec2.0 model pretrained using English speech to ASR
of various spoken languages, which were recorded in dif-
ferent scenarios from the speech used in pretraining. Simi-
larly, Krishna et al. [8] investigated the effectiveness of many
kinds of self-supervised pretrained models for low-resource
ASR tasks, showing that the multi-lingual model finetuned
with about 20-hour speech data gave a competitive perfor-
mance for both seen and unseen languages. Fatehi et al. [10]
demonstrated the improvement of low-resource ASR by two-
step finetuning: first pretraining a model in a high-resource
language datasets and then finetuning with the low-resource
language datasets to obtain language-dependent lexical units.
Meanwhile, Yi et al. [9] improved the ASR system by fusing
the encoders of wav2vec 2.0 and BERT [6] together.

Speaker recognition was also well adapted by finetuning a
large-scale SSL pretrained model as investigated by Baskar et
al. [11] and Vaessen et al. [12]. On the other hand, Tjandra et
al. [13] showed an improvement in the language identification
task by finetuning a large-scale SSL pretrained model. The
SER task could also be improved by applying the MTL with
ASR. The finetuning was investigated by Cai et al. [14]

There are several studies on improving ASR with auxil-
iary tasks such as speaker recognition. For example, Soky
et al. [18] investigated the use of speaker ID embedding for
ASR.

3. PROPOSED METHOD

In this section, we describe our proposed methods of two-step
adaption and multi-task learning and fusion, which are illus-
trated in Fig. 1. Each adaptation step uses different hetero-
geneous datasets. Domain adaptation uses datasets that are
matched to the domain but can be in different languages. Al-
ternatively, language adaptation uses datasets that are of the
same target language but can be in different domains.

In Fig. 1, domain adaptation is conducted in the first step,
and then language adaptation is done in the second step, but
they can be performed in a different order. The pretrained
model used in the first step is the original XLS-R, a wav2vec
2.0-based multilingual SSL speech representation model.
Then we use the finetuned model from the first step as the
pretrained model for the second step.

In languages with limited resources, it is reasonable to
use these kinds of heterogeneous datasets. It is often the case,
even in major languages, that the matched dataset of the tar-
get task is limited, but datasets of different domains can be
exploited. In this study, they are combined with the auxiliary
task of domain identification, which is expected to guide the
network to use the datasets selectively.
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Fig. 1. The proposed method of two-step adaptation using
heterogeneous datasets. Step 1: domain adaption with multi-
lingual in-domain datasets, Step 2: language adaptation with
multi-domain datasets of the same target language. Domain
adaptation and language adaptation can be made in different
orders. There are two options for MTL: simple MTL and
MTL with ID embedding, where ID can be the domain ID or
language ID.

3.1. First-step adaptation

Step 1 in Fig. 1 shows domain adaptation using the domain-
matched multi-lingual datasets. An input speech X is fed to a
pre-trained XLS-R model, which extracts the features and en-
codes them with a Transformer to generate a contextual repre-
sentation over the input continuous speech. Finally, we add a
dense layer for the ASR task. For the output text, the Connec-
tionist Temporal Classification (CTC) loss [19] is applied to
finetune the entire network except for the feature extraction
module. Note that simple language adaptation can be made
in the same manner by using the relevant datasets of the same
language.

3.2. Second-step adaptation with multi-task learning

Step 2 in Fig. 1 shows language adaptation using the multi-
domain target-language datasets. In this step, the pretrained
model is the result of the finetuning in Step 1. ASR is con-
ducted in the same manner as Step 1. Here, we can also in-
corporate multi-task learning (MTL), in which domain iden-
tification is performed as an auxiliary task, which is depicted
in the right-most part of the figure. It aggregates the features
of the encoder output and applies a dense layer for identifica-
tion. MTL is expected to guide the network to use the datasets
selectively, namely, use the in-domain dataset and the out-of-
domain dataset in a different way.

MTL is effective by sharing the encoder and employing
dual decoders. The encoder is based on the Transformer ar-
chitecture, whereas the ASR decoder is based on CTC, and
the domain identification comprises pooling, linear, and nor-



malization layers followed by the softmax layer. For MTL,
we jointly optimize ASR and identification losses, defined as:

Ltotal = (1− α)LCTC + α ∗ LCE , (1)

where α is the weight of the identification task, LCTC is the
CTC loss of the ASR task, and LCE is the cross-entropy loss
of the identification task. The loss is used to finetune the en-
tire network except for the feature extraction module of the
pretrained model.

For more explicit guidance, the domain ID embedding as
the result of domain identification is fused to the encoder out-
put of the pretrained model. In this case, we add two more
layers, a linear layer, and a normalization layer [20], for the
output of identification. Then, the summation of the vectors is
used in fusing with the encoder output. Here, we introduce a
weighted sum of the domain ID embedding c and the encoder
output of the pretrained model ht to compute the final output
h′
t used for ASR.

h′
t = ht + γ ∗ c, (2)

where γ is the weight of the identification task.
Note that domain adaptation can be conducted in combi-

nation with language identification in the same manner by us-
ing the relevant datasets. Moreover, language adaptation and
domain adaptation with MTL can be made in a single step.
They are compared in the experiments. On the other hand,
we apply MTL only in the second step because the first step
is regarded as pretraining.

4. EXPERIMENTAL EVALUATIONS

4.1. Datasets

In this study, we conduct experiments of finetuning to ASR
of Khmer, one of the low-resource languages. In particu-
lar, the target task is automatic transcription of Khmer speech
in ECCC (Extraordinary Chambers in the Courts of Cambo-
dia) [18]. From ECCC, a trilingual speech translation cor-
pus (TriECCC) was also compiled for Khmer, English, and
French [21, 22], thus we can use English and French datasets
for domain adaptation.

In addition, we have access to another Khmer speech
dataset of Google text-to-speech corpus.2 It is matched with
the language, but much different in terms of the domain, such
as vocabulary, speaking styles, and recording environments.
Thus, it is used for language adaptation.

For training datasets, we randomly select one hour from
ECCC [18] as the target-task dataset (ECCC KM), one hour
per language of English (ECCC EN) and French (ECCC FR)
from TriECCC [22], and one hour of Khmer speech from
Google text-to-speech (Google KM), whereas the testing and
validation sets are the original data from ECCC [21] about 10
hours per each.

2https://openslr.org/42/

Table 1. The datasets used in this work
dataset #hour description
ECCC KM 1 In-domain target Khmer
ECCC EN 1 In-domain English for

domain adaptation
ECCC FR 1 In-domain French for

domain adaptation
Google KM 1 Out-of-domain Khmer for

language adaptation

In summary, domain adaptation is conducted with the
three-hour speech of ECCC KM, ECCC EN, and ECCC FR,
which can be used for three-language identification of Khmer,
English, and French. On the other hand, language adaptation
is conducted with the two-hour speech of ECCC KM and
Google KM, which can be used for two-domain identifica-
tion of ECCC (court) and Google (read).

4.2. System settings

We conducted experiments using XLS-R (wav2vec2-xls-r-
300m), which is a large-scale wav2vec 2.0-based multilin-
gual pretrained model for speech. It is a Transformer-based
model comprised of 7 convolutional neural network (CNN)
layers (each layer has 512 channels) and 24 encoder layers
(each hidden layer size is 1, 024). The implementation is
based on the Transformers [23]. During finetuning, we froze
the CNN layers, which are primarily for feature extraction
and had already been sufficiently trained during pretraining.
A linear layer is added on top of the Transformer encoder
layers. This linear layer takes the contextualized output of
the encoder and converts them to tokens for ASR with the
softmax operation. The CTC loss, which does not require the
alignment information between the output sequences and the
input speech, was used as the objective loss function of ASR.
In this study, there are 76 and 112 output characters in Khmer
and multi-lingual settings, respectively.

In MTL of ASR and domain/language identification, the
weight α in Eqn. (1) was set to 0.01, and the weight to the
domain/language ID embedding γ in Eqn. (2) was set to 0.01.

To speed up the training time, we group samples of simi-
lar input lengths into one batch to reduce the overall number
of useless padding tokens passed through the model. The seed
of learning rate was set to 3e-4 to warm up until the finetun-
ing has become stable. During training, SpecAugment [24]
was also applied by masking some time frames and channels,
and the last 2 checkpoints were saved asynchronously for ev-
ery 500 training step. Each checkpoint was used to decode
the validation set and evaluated with the character error rate
(CER). Due to the large memory consumption, we used 16
batch sizes in each GPU with 2-step gradient accumulation
on 2 GPUs. The total training batch size was 64, with 5, 000
in training steps for all models.



Table 2. CER performance of finetuning with single-step
adaptation of domain or language, with or without MTL

method #hour CER(%)

Single step finetuning
in-domain target: ECCC KM (Baseline) 1 21.74
out-of-domain: Google KM 1 35.01
language adaptation: {ECCC, Google} KM 2 16.12
domain adaptation: ECCC {KM, EN, FR} 3 17.75

One step finetuning with MTL
language adaptation with domain identification 2 16.47

+ w/ domain ID embedding 2 16.23
domain adaptation with language identification 3 17.67

+ w/ language ID embedding 3 16.11

Table 3. CER Performance of the proposed method of two-
step adaptation with or without MTL. (n, m) represents the
number of hours in adaptation data of the first step (n) and the
second step (m).

method #hour CER(%)
two-step finetuning
domain → language adaptation (3, 2) 15.59
language → domain adaptation (2, 3) 16.00

two-step finetuning with MTL
domain → language adaptation (3, 2) 16.02

+ w/ domain ID embedding (3, 2) 15.27
language → domain adaptation (2, 3) 16.04

+ w/ language ID embedding (2, 3) 15.95

At inference time, an input speech sample is decoded with
a single step by the finetuned ASR system. In experimental
evaluations, we tested various combinations of domain and
language adaptation in different orders and also in a single
step only.

4.3. Results

We evaluate the performance of all ASR models based on the
character error rate (CER) of the 10-hour test set of Khmer
ECCC [18]. Table 2 presents the results of individual adap-
tations to a domain or language in a single step.

The baseline is finetuning with ECCC KM, the target
dataset, which is matched with both domain and language but
has only one-hour labeled speech data. Its CER is 21.74%.
For reference, when we finetune with the Google KM dataset,
the CER is much worse (35.01%), which confirms a serious
mismatch in terms of the domain.

When we conduct domain adaptation by using ECCC EN
and ECCC FR, a large improvement (3.99% absolute) is
gained from the baseline despite the use of speech data from
different languages. The result confirms the significance of
domain adaptation. When we conduct language adaptation
by using Google KM, an even larger improvement (5.62%
absolute) is achieved. The result shows the effect of language

adaptation is larger than that of domain adaptation. This is
partly because the target language is not covered well in the
pretrained model of XLS-R.

The lower part of Table 2 presents the effect of multi-task
learning (MTL) with or without ID embedding. The perfor-
mance of the domain adaptation is significantly improved by
MTL with language ID embedding, which allows the model
training to use the Khmer speech selectively. The result is
comparable to the case of the language adaptation. On the
other hand, domain identification does not help language
adaptation. It is noted that both domain and language identi-
fications were done almost 100% correctly, as they are very
easy tasks.

Table 3 presents the results of the proposed two-step adap-
tation methods. When we compare the results of the up-
per part with those of Table 2, the two-step adaptation al-
ways gives an additional improvement. Among them, do-
main adaptation followed by language adaptation obtained the
largest improvement. As the language adaptation dataset is
more effective than the domain adaptation dataset, as shown
in Table 2, the better-matched dataset must be used in the final
finetuning.

The lower part of Table 3 presents the effect of MTL with
or without ID embedding. Here, domain identification is con-
ducted with language adaptation, and language identification
is conducted with domain adaptation in the second step. The
fusion of domain ID embedding in language adaptation re-
sults in a significant improvement, achieving the best perfor-
mance in all settings. The CER improvement from the base-
line is 6.47% absolute. On the other hand, language ID em-
bedding does not help this time when the language adaptation
was already conducted in the first step.

In all cases, we do not observe the effect of MTL alone,
but the use of domain/language ID embedding in ASR is nec-
essary for improved performance. This is the most critical
part of the proposed method and finding in the experimental
results.

5. CONCLUSION

We have presented effective finetuning strategies using match-
ed data of only one hour in low-resource languages. In the
proposed two-step adaptation scheme, domain adaptation,
and language adaptation are conducted by using hetero-
geneous datasets, which are matched either in domain or
language. Multi-task learning with an auxiliary task of do-
main/language identification is incorporated. Moreover, the
result of the identification is fused into the ASR module. It
is demonstrated that the fusion is effective for adaptation and
achieves a significant improvement. In the future, we will
investigate the effectiveness of the proposed method in other
low-resource languages and other settings.
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