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ABSTRACT

This paper addresses unsupervised speaker indexing and au-
tomatic speech recognition of discussions. In speaker indexing,
there are two cases, where the number of speakers is unknown and
known beforehand. When the specified number is unknown, it is
difficult to apply to various data because it needs to determine sev-
eral parameters like threshold. In addition, serious problems arise
in applying a uniform model because variations in the utterance
durations of speakers are large. We thus propose a method which
can robustly perform speaker indexing for the two cases using a
flexible framework in which an optimal speaker model (GMM or
VQ) is selected based on the BIC. Moreover, we propose a com-
bination method of speaker adaptation based on speaker selection
and the indexing method. For real discussion archives, we demon-
strated that indexing performance is higher than that of conven-
tional methods for the two cases and speech recognition perfor-
mance was improved by the combination method.

1. INTRODUCTION

Recently, speaker indexing has been studied mainly for voice mails
[1] and Switchboard conversations [2]. In these tasks, the dura-
tion of an utterance is 10 seconds or longer. Thus, speaker mod-
els are obtained by adapting the universal background model, and
speaker clustering is performed based on the likelihood ratio be-
tween the background model and the adapted model. In discus-
sions and meetings, the utterance length of speakers is not fixed
and there are a large number of short utterances as well as very
long ones, which causes serious problems in applying a uniform
model. Therefore, it is not feasible to use an adaptation scheme.

As an alternative approach to speaker clustering and detection
of speaker changes, a method based on Bayesian Information Cri-
terion (BIC) has been proposed [3]. The method assumes a sin-
gle Gaussian distribution for each segment and performs a speaker
clustering based on the variance ratio between segments. We call
this method “Variance-BIC” because the likelihood is replaced by
a variance. However, it is difficult to apply to various data, since it
is necessary to determine a penalty weight in order to control the
balance between variance and model complexity.

To the problem, we have proposed a flexible framework in
which an optimal speaker model (GMM or VQ) is automatically
selected based on the BIC [4]. Since the proposed framework has
been applied to speaker indexing of discussions in the case where

the number of speakers is unknown beforehand, it was necessary
to determine a threshold of indexing. It may be possible to know
the number of participants beforehand in discussions. Thus, we
propose a method which can robustly perform speaker indexing
in the both cases where the number of speakers is unknown and
known. We carry out speaker indexing experiments for the two
cases and demonstrate that the proposed method is robust and less
sensitive to the threshold value for indexing.

We also address automatic speech recognition (ASR) based on
speaker adaptation using the indexing result. For adaptation using
the indexing result, there is a simple method that adapts a speaker-
independent (SI) acoustic model by MLLR using the utterances of
each indexed speaker. In the SI model, however, the variation of
speakers is large and all speakers are not necessarily matched to
the test speaker. Therefore, adaptation methods based on speaker
selection or clustering have been studied [5, 6]. These methods
perform speaker clustering for training speakers of the SI model
and select a subset of speakers matched to the test speaker. How-
ever, the optimal speakers cannot necessarily be chosen in the case
where there is an acoustical difference between the test data and
the SI model. Thus, we propose a combination method of speaker
adaptation based on speaker selection and the proposed indexing
method in order to select the optimal speakers when the test data
is acoustically different from the SI model.

The methods are compared and evaluated using actual discus-
sion data.

2. STATISTICAL SPEAKER MODEL SELECTION

We explore a flexible framework in which an optimal speaker
model (GMM or VQ) is automatically selected based on the BIC.
We call this “Speaker Model Selection (SMS)”.

One problem in implementing this framework in selecting the
speaker model is that the model structure and distance measure are
different for GMM and VQ. To solve this, we introduce a model
called “Extended VQ (EVQ)”. EVQ is modeled by assigning the
same weights and covariances of Gaussians to all mixture compo-
nents, and EVQ becomes a VQ model by replacing the covariance
matrix with the identity matrix.

We first estimate a Gaussian mixture of GMM as a speaker
model. Only the diagonal components of covariances are used.
Specifically, the BIC of the GMM for speaker s is given by

BIC
(s)
GMM = log P (X|λ(s)

GMM ) − 1

2
M(2d + 1) log N (1)
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where log P (X|λ(s)
GMM ) is a log likelihood of training data X ob-

tained by GMM, M is the number of mixture components, d is the
dimension of the acoustic feature, and N is the number of frames
of training data.

We then generate the EVQ. The mixture weights of EVQ are
uniformly assigned as wEV Q = 1/M . Estimating the covariance
of EVQ is very difficult for a speaker with a small amount of train-
ing data. Therefore, we replace it with the average covariances of
GMMs trained for all speakers as follows.

ΣEV Q =
1

M · S
S∑

i=1

M∑

j=1

Σ
(i)
GMMj

(2)

Here, S is the number of speakers. The BIC for the EVQ is given
by Eq. (3).

BIC
(s)
EV Q = log P (X|λ(s)

EV Q) − 1

2
(M + 1)d log N (3)

When the training data size is small, the VQ model will be
selected because its complexity is much smaller. After a large
amount of training data is obtained, GMM is expected to be se-
lected because its likelihood is large.

3. SPEAKER INDEXING ALGORITHM

3.1. Speaker Indexing based on Variance-BIC

The conventional method of speaker indexing based on Variance-
BIC is formulated as follows [3]. In this paper, one or more ut-
terance units are called a segment. Initially, each utterance makes
a segment. To decide if two consecutive segments are uttered by
the same speaker, the difference in the BIC values is computed as
below.

∆BICvar

= −N1 + N2

2
log |Σ0| + N1

2
log |Σ1| + N2

2
log |Σ2|

+α
1

2
(d +

d(d + 1)

2
) log(N1 + N2) (4)

Here, Σ0 is the covariance of the merged segment, and Σ1 and
Σ2 are those for the first and second segments, respectively. Full
covariances are used. Ni represents the number of frames of re-
spective segments, d is the dimension of the acoustic feature, and
α is the penalty weight.

If ∆BICvar is positive, the two segments are merged.
Speaker clustering is performed by repeating the process. When
the ∆BICvar values between all segment pairs become negative,
the clustering process is finished. As variations in the duration of
utterances in the discussion data are large, hence, reliable estima-
tion and fair comparison of variances are difficult especially for
very short speech segments.

3.2. Speaker Indexing based on Speaker Model Selection

We propose a speaker indexing procedure based on the SMS
scheme for two cases, where the number of speakers is both un-
known and known in advance.

The detailed procedure is described as follows.

1. Training and model selection: The GMM and EVQ are
trained for each cluster. In the initial step, each utterance
forms one cluster. An optimal model is selected between
GMM and EVQ for each cluster based on the BIC.

2. Distance calculation: The distance between clusters is com-
puted based on the Cross Likelihood Ratio (CLR) as fol-
lows,

dij = log
P (Xi|λi)

P (Xi|λj)
+ log

P (Xj |λj)

P (Xj |λi)
(5)

where Xi is all utterances of cluster i, λi is the selected
model (GMM or EVQ) for cluster i, and log P (Xi|λj) is
the average log likelihood of utterances of cluster i obtained
by model λj .

3. Merging clusters with cross identification: For each clus-
ter, the closest cluster with the minimum distance is found
and if the closest one of two clusters are the same (other)
cluster, they are merged. Namely, merge clusters i and j if
argminkdik = argminkdjk (i �= j �= k).
Steps 1, 2, and 3 are repeated until no more clusters can be
merged.

4. Merging clusters with cross verification: The minimum dis-
tance between clusters is computed and if the distance is
smaller than threshold θ, these two clusters are merged.
Namely, merge clusters i and j if dij < θ.
Steps 2 and 4 are repeated until the distances for all clus-
ter pairs are large than threshold θ. When the number of
speakers is given, cluster merging (Step 4) continues until
the number of obtained clusters reaches the specified num-
ber by disregarding threshold θ.

4. SPEAKER INDEXING EXPERIMENTS

4.1. Experimental Conditions and Evaluation Measure

We used a one-hour forum TV program as the material for speaker
indexing experiments. During the program, politicians and jour-
nalists discuss Japanese political and economic issues under the
control of a moderator. We selected ten programs that were aired
from June 2001 to January 2002 for the test set.

The speech data was sampled at 16 kHz and the acoustic fea-
tures consist of 26 components of 12 MFCCs, energy and their
deltas. For each discussion, there were five to eight speakers with
an average of 550 utterances. The total number of speakers was 57.
The average duration was six seconds, the minimum was one sec-
ond, and the maximum was 71 seconds. Utterances with durations
of less than ten seconds represented about 87% of the data. There
were quite a few short utterances and there were large variations
in duration.

We compared our method (SMS) with conventional methods,
i.e., the Variance-BIC, the VQ-based and the GMM-based meth-
ods. The VQ and GMM were the same as those used in the pro-
posed method, but we assumed the model was uniformly selected
for all clusters. We carried out the speaker indexing experiments
for two cases, where the number of speakers was both unknown
and known in advance.

We did evaluations using speaker indexing accuracy and accu-
racy on the number of speakers. Speaker indexing accuracy was
defined as the ratio of the BBN metric [7] obtained by automatic
indexing and that by correct indexing. Thus, this is given by,

SIA =

∑C

i=1
nipi − QC

n − QS
× 100 (6)

where ni is the number of utterances in candidate cluster i, and
C is the number of candidate clusters. pi =

∑S

j=1
(

nij

ni
)
2

is the
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purity of cluster i, and nij is the number of utterances by speaker
j in cluster i. n is the total number of utterances, and S is the
actual number of speakers. We set the system design parameter to
Q = 0.5. Indexing performance increases with a larger value for
the BBN metric. It became zero at worst and one at best. Accuracy
on the number of speakers is defined as,

SNA = {1 −
∑D

k=1
|Sk − Ck|∑D

k=1
Sk

} × 100 (7)

where Sk is the actual number of speakers, Ck is the number of
obtained clusters in the k-th discussion, and D is the total number
of discussions. This is used only when the number of speakers is
unknown.

4.2. Experimental Results

We investigated the sensitivity of the speaker indexing accuracy to
threshold θ of the speaker clustering procedure (Step 4). SIA has
been plotted by changing threshold θ in Fig. 1. Also, Fig. 2 plots
the SNA when threshold θ is changed for all cases. These graphs
plot the results when the size of the mixtures or codebooks is 32.
The penalty weight α in the Variance-BIC was set to 5.0 after the
preliminary experiments.

The SMS method achieved SIA of 97.0% when SNA was max-
imum. It outperformed the Variance-BIC, the VQ-based, and the
GMM-based methods. It achieved the best performance over al-
most all the data. For Variance-BIC method, the accuracies are
plotted by changing the penalty weight α. Although the scale of α
is different from that of θ, we see the accuracy is sensitive to this
value, and the peaks of SIA and SNA are obtained at totally dif-
ferent values of α. SIA in the VQ-based method is less sensitive
to variations in threshold θ. However, SNA changes with slight
variations in threshold θ compared with the other methods. SMS
maintains consistent SIA and SNA against variations in threshold
θ. It is less sensitive because it can appropriately choose and reli-
ably estimate speaker models according to the amount of training
data.

The average indexing performance when the number of speak-
ers is given in advance is shown in Table 1. SMS achieved SIA of
97.0% with 32-mixture and again outperformed the other meth-
ods. Indexing accuracy here was the same as where the number of
speakers was unknown. This shows that we can obtain sufficiently
high indexing by choosing optimal threshold θ and also that spec-
ifying the number of speakers has the same effect as using optimal
threshold θ. This does not necessarily hold for other methods, e.g.
VQ-based method with the codebook size of 32, because the best
SIA was obtained where more than the actual numbers of speaker
clusters were used.

5. SPEAKER ADAPTATION BASED ON SPEAKER
SELECTION USING INDEXING RESULT

We explore a combination method of speaker indexing and speaker
adaptation based on speaker selection. The indexing result by the
proposed SMS method (32-mix.) is used for speaker adaptation.

We use the speaker-independent (SI) acoustic model trained
with the Corpus of Spontaneous Japanese (CSJ) [8], which con-
sists of lecture speech, because there is not enough discussion data
to train the SI model. Therefore, it is difficult to select the optimal
speakers by the conventional adaptation based on speaker selec-
tion since the test data is acoustically different from the SI model.
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Fig. 1. Speaker indexing accuracy when varying the threshold θ
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Fig. 2. Speaker number accuracy when varying the threshold θ

After speaker clustering is performed by the proposed indexing
method for each discussion audio, we chooses a subset of speakers
who are acoustically close to the test speaker from all discussion
audios using the obtained speaker models. We adapts the SI model
using the utterances of these speakers. This method does not need
to newly train speaker models for the adaptation based on speaker
selection and can treat the speaker indexing and adaptation process
systematically.

The procedure is described as follows.

1. Speaker selection: For each indexed speaker of the test data,
the CLRs were calculated by GMMs of indexed speakers
and speakers with lower CLRs were selected. The CLR dij

for indexed speakers i and j is given by

dij = log
P (µi|λi)

P (µi|λj)
+ log

P (µj |λj)

P (µj |λi)
(8)

where µi is a set of mean vectors of GMM for speaker
i, λi is the selected model (GMM) for speaker i, and
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Table 1. Indexing result when number of speakers is known

Speaker Indexing
Accuracy (%)

Variance-BIC 74.7
VQ (4 cb) 61.8

(8 cb) 82.2
(16 cb) 91.9
(32 cb) 94.4

GMM (4 mix) 66.8
(8 mix) 89.6
(16 mix) 91.3
(32 mix) 93.3

SMS (4 mix) 66.8
(8 mix) 89.4
(16 mix) 91.6
(32 mix) 97.0

Table 2. Automatic speech recognition result

Word accuracy (%)

Baseline 51.0
Simple adaptation 57.2

Speaker selection adaptation (30 spks) 57.7
Combination adaptation (5 spks) 58.1

Supervised adaptation 59.4

log P (µi|λj) is the average log likelihood of utterances of
speaker i obtained by model λj . We compute the CLRs by
using the mean vectors of GMM instead of the feature vec-
tors of utterances because the processing cost is large when
CLRs are calculated using the feature vectors of utterances.

2. Adaptation 1: The SI model is adapted by MLLR with the
utterances of the selected indexed speakers.

3. Adaptation 2: The model is adapted by MLLR using the
utterances of each indexed speaker to generate the adapted
model used in ASR.

The baseline acoustic model is a phonetic tied-mixture tri-
phone HMM (3000 states and 16K Gaussians in total) trained with
the CSJ. We use 43 phones, and all of them are modeled with the
left-to-right HMM of three states. The training data consisted of
spontaneous oral presentations by 381 speakers that amounted to
60 hours. The language model is a back-off word trigram, which
is a weighted combination of a model trained with the CSJ and one
constructed from the minutes taken at the National Diet of Japan
[9]. There are 36,053 vocabulary items. We used our Julius 3.3
decoder [10] for recognition with these models.

The average word accuracy obtained by the described methods
is shown in Table 2. Here, ”Baseline” denotes the case using the
baseline model without adaptation. ”Simple adaptation” denotes
unsupervised adaptation using the indexing result and initial ASR
result with the baseline model. ”Speaker selection adaptation” de-
notes unsupervised adaptation based on conventional speaker se-
lection. ”Combination adaptation” denotes unsupervised adapta-
tion based on the combination method of speaker indexing and
speaker selection. ”Supervised adaptation” denotes supervised
adaptation using correct speaker labels and phoneme transcrip-
tions.

With the baseline model, the accuracy was 51.0% on aver-
age. The simple adaptation method improved accuracy to 57.2%.
This demonstrates that unsupervised speaker adaptation based on

speaker indexing is very effective. The accuracy achieved by su-
pervised adaptation was 59.4%. In speaker selection adaptation,
the best accuracy was 57.7% when 30 training speakers of the SI
model were selected for each indexed speaker. In the combina-
tion method, the best accuracy was 58.1% when 5 speakers are se-
lected from all discussion data for each indexed speaker. The pro-
posed method chose fewer speakers than the conventional adapta-
tion based on speaker selection and exhibited higher recognition
performance than the conventional method. Therefore, we demon-
strated that the optimal speakers matched to each indexed speaker
were selected.

6. CONCLUSION

We presented a method which can robustly perform speaker in-
dexing for two cases, where the number of speakers is unknown
and known beforehand. For actual discussion archives, we demon-
strated that the proposed method achieves higher indexing per-
formance than conventional methods such as Variance-BIC, VQ-
based and GMM-based methods for the two cases. We also found
that the proposed method is less sensitive to the threshold value for
clustering.

Moreover, we applied a combination method of speaker adap-
tation based on speaker selection and proposed indexing method.
This method obtained the acoustic model more matched to each
indexed speaker by choosing a subset of speakers who are acous-
tically close to the test speaker from all discussion audios using
speaker models obtained by speaker indexing. Speech recognition
performance was improved by the combination method.
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