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Abstract

Recently, neural networks have been used for not only phone recognition but also denoising and dereverberation. However, the conventional denoising deep autoencoder (DAE) based on the feed-forward structure is not capable of handling very long speech frames of reverberation. LSTM can be effectively trained to reduce the average error between the enhanced signal and the original clean signal by considering the effect of the long past time frames. In this paper, we demonstrate that considering as long as the maximum reverberation time of the database is effective. Since the effect of reverberation varies depending on the phone-class of the whole speech context, we augment the input of the autoencoder with the phone-class information of the past frames as well as the current frame and call this version of the LSTM autoencoder pLSTM. In the speech recognition experiment using the data set of Reverb Challenge 2014, the LSTM front-end reduced the WER of the multi-condition DNN-HMM by 14.5%, and the use of the phone class feature yielded in pLSTM further improvement of 7.5%. The performance with the pLSTM is comparable to that of pDAE, while the number of parameters is only 1/25-1/8.

Index Terms: Speech Dereverberation, Long Short-Term Memory (LSTM), Deep Autoencoder (DAE)

1. Introduction

In recent years, the speech recognition technology based on statistical techniques achieved a remarkable progress supported by the ever increasing training data and the improvements in the computing resources. Applications such as voice search are now being used in our daily life. However, speech recognition accuracy in adverse environments such as those with reverberation and background noise is still at low levels. A key breakthrough for the speech recognition technology to be accepted widely in the society will be the methodology for hands-free input. This is critical for realizing conversational robots, for example. Speech reverberation adversely influences the recognition accuracy when the microphone is distant and various efforts have been made to solve this problem.

This paper focuses on the front-end feature enhancement for reverberant speech recognition. One of the simplest approaches to feature enhancement is the cepstral mean normalization (CMN) [1]. However, since reverberation time is usually longer than the frame window length for feature extraction, its effectiveness is limited. More sophisticated enhancement techniques include deconvolution approaches that reconstruct clean speech by inverse-filtering reverberant speech [2][3][4] and spectral enhancement approaches that estimate and remove the influences of the late reverberation [5][6].

Recently, following the great success of deep neural networks (DNN), dereverberation by deep autoencoders (DAE) has been investigated [7][8][9]. In these works, DAEs are trained using reverberant speech features as input and the clean speech features as target so that they recover the clean speech from corrupted speech in the recognition stage. In [10], we proposed to use phone-class features as well as acoustic features for the DAE-based dereverberation, and showed that it improves speech recognition performance.

While DAEs have a vertically deep structure and effectively learn the complicated mapping, they can exploit only local context information with limited time windows. The reverberant time is often long. Using very long context information, however, makes the number of parameters of the DAE so large that it cannot be reliably trained. Moreover, it is difficult to utilize the phone-class information of the past frames in the DAE framework, while they may be useful for recovering the clean data. One possible solution is to use Recurrent Neural Networks (RNNs), which can perform sequential information processing in a compact representation. But conventional RNNs have fundamental shortcomings that they cannot learn to find very long-term dependencies because of the vanishing gradient problem [11]. For example, the reverberation time of the large room in the Reverb Challenge 2014 [12] is 0.7 seconds (=70 frames in the usual setting), and it may be too long for RNNs to adequately handle it.

The Long Short-Term Memory (LSTM) architecture [13] was introduced to overcome the vanishing gradient problem by enforcing a constant error flow through the special units called Constant Error Carousels. Recently, LSTMs have been applied to several tasks in the speech processing area ([14][15][16][17][18][19][20][21][22][23][24][25][26]), and yielded comparable to or even better results than DNNs without any pre-training and high dimensional spliced feature vectors as input. In this paper, we explore the speech dereverberation using the LSTM [16] and propose to use the phone-class information for this LSTM-based dereverberation.

After a brief review on the DAE-based front-end dereverberation and the phone-class feature in Section 2, the detail of the proposed LSTM-based method is explained in Section 3. Experimental evaluations of the method are presented in Section 4 before the conclusion in Section 5.

2. DAE-based dereverberation

2.1. Deep Autoencoders (DAE)

The combination of DNNs for phone state classification and traditional HMM acoustic models has yielded a dramatic improvement in speech recognition accuracies [27][28][29][30]. DNNs are also applied to front-end feature enhancement in the robust speech recognition area [31][32][16][32][33]. DNNs used for regression tasks such as speech enhancement are often called deep autoencoders (DAEs) [34]. Unlike DNNs for classification, DAEs are typically trained to reconstruct signals by using the mean squared error (MSE) as the loss function [35]. A DAE
Here, pin [10], we use only the soft feature. While we compared four different types of phone-class features the clean speech from corrupted speech, as we showed in [10]. The phone-class information is helpful for the DAE to recover the acoustic features in clean speech vary depending on phones, additionally conducted only with the acoustic information. Since

\[ x_t^{DAE} = [a_{t-5}, a_{t-4}, \ldots, a_t, \ldots, a_{t+4}, a_{t+5}], \]

where \( a_t \) is the acoustic feature (filterbank output) at frame \( t \).

### 2.2. Augmentation with phone-class feature

The mapping from corrupted data to the clean data is conventionally conducted only with the acoustic information. Since the acoustic features in clean speech vary depending on phones, the phone-class information is helpful for the DAE to recover the clean speech from corrupted speech, as we showed in [10]. While we compared four different types of phone-class features in [10], we use only the soft feature \( PC_{soft1} \) in this paper, which brought significant improvement without an additional recognition pass. \( PC_{soft1} \) is derived from the posterior outputs of monophone DNN. DAE using the \( PC_{soft1} \) feature is illustrated in Figure 1. We call the DAE augmented with the \( PC_{soft1} \) feature pDAE, hereafter. The input feature of the pDAE is defined as

\[ x_t^{pDAE} = [x_t^{DAE}, p_t] \] (2)

Here, \( p_t \) is the phone-class feature for frame \( t \).

### 3. LSTM for dereverberation

#### 3.1. Long Short-Term Memory (LSTM)

An LSTM network (Figure 2) computes a mapping from an input sequence \( x = (x_1, \ldots, x_T) \) to the cell output sequence \( m = (m_1, \ldots, m_T) \) iteratively, unlike feed-forward networks which compute the output of each frame independently. The mapping is obtained by calculating the network unit activations using the following equations iteratively from \( t = 1 \) to \( T \):

\[ i_t = \sigma(W_{ix} x_t + W_{imi} m_{t-1} + W_{iob} + b_i) \] (3)

\[ f_t = \sigma(W_{fx} x_t + W_{fmi} m_{t-1} + W_{fob} + b_f) \] (4)

\[ s_t = f_t \odot s_{t-1} + i_t \odot \tanh(W_{mx} x_t + W_{ms} m_{t-1} + b_m) \] (5)

\[ o_t = \sigma(W_{ox} x_t + W_{om} m_{t-1} + W_{ob} + b_o) \] (6)

\[ m_t = o_t \odot \tanh(s_t) \] (7)

where \( W_{ix} \) is a weight matrix (e.g. \( W_{ix} \) is the matrix of weights from the input gate to the input) and \( b_i \) denotes a bias vector (e.g. \( b_i \) is the input gate bias vector). \( \sigma \) is the logistic sigmoid function. \( i, f, o \) and \( s \) are the input gate, forget gate, output gate and cell activation vectors, respectively. \( m \) is the cell output activation vector. \( \odot \) is the element-wise product of the vectors.

Since the LSTM is free from the vanishing gradient problem, it can work even when there are very long delays. Another important advantage of the LSTM is that it can handle signals that have a mix of low and high frequency components due to the existence of three kinds of gate units. Therefore, the LSTM trained using multi-condition data is expected to be able to perform dereverberation adaptively whether the reverberation time of the test utterance is short or long.

#### 3.2. LSTM-based dereverberation

The network for regression tasks such as dereverberation can be built by stacking the output layer with identity activation function on the top of the LSTM layer. Figure 3 illustrates the feature enhancement by using a 2-layer LSTM and an output layer. The enhanced feature \( a_t^{enh} \) is calculated using the cell output \( m_t \) by the following equation.

\[ a_t^{enh} = W_{output} m_t + b_{output} \] (8)

where \( W_{output} \) and \( b_{output} \) are the weight matrix and the bias vector of the output layer, respectively. The input vector of the LSTM for frame \( t \) is identical to the acoustic feature of the current frame.

\[ x_t^{LSTM} = [a_t] \] (9)
The speech frames more distant than $T_{\text{bptt}}$ from $t$ does not affect the error of the current frame. Therefore, $T_{\text{bptt}}$ should be adequately determined in accordance with the reverberation time of the speech database.

The LSTM-based dereverberation network can also use the phone-class feature as input, and the input vector of this augmented model (pLSTM) is defined as

$$x_t^{\text{pLSTM}} = [x_t^{\text{LSTM}}, p_t]$$

With the recurrent architecture, phone-class information of the past speech frames is considered as well as the current frame, which was difficult in the feed-forward DAE framework.

4. Experimental evaluation

4.1. Task and data set

The proposed system was evaluated following the instructions for the task of the Reverb Challenge 2014 [12]. For training, we used the standard multi-condition data that is generated by convolving clean WSJCAM0 data with room impulse responses (RIRs) and subsequently adding noise signals. The amount of the training data is 15.5 hours (7,861 utterances). Evaluation data consists of “SimData” and “RealData”. SimData is a set of reverberant speech generated by convolving clean WSJ CAM0 data with room impulse responses (RIRs) and subsequently adding noise signals. The amount of the utterances in the same mini-batch is similar in order to maximize the efficiency of the parallelization. The gradient calculation and weight update once per five frames.

We compared three different values for $T_{\text{bptt}}$, 25, 50 and 70, which correspond to the reverberation time of the three types of rooms used in the training corpus. Figure 4 plots the change of the training error over epochs for the LSTMs with different $T_{\text{bptt}}$. The LSTM with the largest $T_{\text{bptt}}$ achieved the lowest mean squared error. From these results, we understand that the speech frames as distant as the largest reverberation time in the corpus can affect the dereverberation of the current frame.

Figure 5 shows the change of the mean squared error on the training data for the standard LSTM, the LSTM augmented with the phone-class feature (pLSTM) and the pLSTM with 2-layers. As shown in the figure, the use of the phone-class information contributed to the drastic reduction in the error. The increase of the number of LSTM layers yielded a further improvement.

4.2. Training of LSTM model

We trained the LSTM model using the multi-condition data by the truncated BPTT algorithm described in Section 3.1. The number of the memory cells was 400. The initial learning rate was set to be 0.1, and it was halved if the improvement in the frame accuracies on the heldout set calculated with the triphone DNN between two consecutive epochs fell below 0.2%. The training was stopped after 20 epochs. The momentum was set to be 0.4. The weights in all the networks are initialized to the range (-0.08, 0.08) with a uniform distribution. For increasing throughput, we introduced the mini-batch based parallelization. Each mini-batch consists of 128 utterances. The unit activations for each utterance can be independently calculated as matrix operations using GPU. We managed so that the length of the utterances in the same mini-batch is similar in order to maximize the efficiency of the parallelization. The gradient calculated by the truncated BPTT was divided by the product of mini-batch size and $T_{\text{bptt}}$. Since the gradient can sometimes explode in the training of LSTMs, we used hard constraint over the norm of the gradient so that it never exceed 15.0. We performed the gradient calculation and weight update once per five frames.

We evaluated the dereverberation front-end models using the simulated reverberant test data (SimData) in the Reverb Challenge 2014. First, we evaluated the mean squared error (MSE) between the original clean feature and the enhanced feature obtained by LSTMs with different $T_{\text{bptt}}$. Figure 6 shows the MSE on each condition in SimData. As expected from the errors in the train-
Figure 4: Change of training error over epochs for LSTMs with different $T_{bptt}$

Figure 5: Training data errors by LSTM and pLSTM

Table 1: Mean squared error (MSE) and word error rate (WER) on SimData

<table>
<thead>
<tr>
<th>Front-end</th>
<th># of params</th>
<th>SimData</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(no enhance)</td>
<td>-</td>
<td>13.8</td>
<td>8.74</td>
</tr>
<tr>
<td>DAE (6 layers)</td>
<td>17.8M</td>
<td>5.50</td>
<td>10.62</td>
</tr>
<tr>
<td>pDAE (6 layers)</td>
<td>18.0M</td>
<td>5.17</td>
<td>9.87</td>
</tr>
<tr>
<td>LSTM (1 layer)</td>
<td>0.72M</td>
<td>6.08</td>
<td>12.07</td>
</tr>
<tr>
<td>pLSTM (1 layer)</td>
<td>0.94M</td>
<td>5.25</td>
<td>9.74</td>
</tr>
<tr>
<td>pLSTM (2 layers)</td>
<td>2.22M</td>
<td>5.08</td>
<td>9.89</td>
</tr>
</tbody>
</table>

Table 2: Word error rate on RealData (WER (%))

<table>
<thead>
<tr>
<th>Front-end</th>
<th># of params</th>
<th>RealData</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(no enhance)</td>
<td>-</td>
<td>28.59</td>
<td>30.87</td>
</tr>
<tr>
<td>DAE (6 layers)</td>
<td>17.8M</td>
<td>24.37</td>
<td>25.52</td>
</tr>
<tr>
<td>pDAE (6 layers)</td>
<td>18.0M</td>
<td>23.47</td>
<td>23.09</td>
</tr>
<tr>
<td>LSTM (1 layer)</td>
<td>0.72M</td>
<td>25.68</td>
<td>25.02</td>
</tr>
<tr>
<td>pLSTM (1 layer)</td>
<td>0.94M</td>
<td>24.62</td>
<td>24.44</td>
</tr>
<tr>
<td>pLSTM (2 layers)</td>
<td>2.22M</td>
<td>23.19</td>
<td>23.70</td>
</tr>
</tbody>
</table>

4.4. Evaluation on real reverberant data

We conducted speech recognition experiments using the real reverberant test data (RealData) of the Reverb Challenge 2014. Note that the microphone distances in RealData are much different from those in the training data and the recognition of RealData is much harder than SimData. The WERs obtained by all models are shown in Table 2.

The LSTM front-end improved the WER of the multi-condition DNN-HMM by relative 14.5%, and the use of the phone-class feature yielded further 7.5% relative improvement. Both of these improvements are statistically significant at the 1% level. We understand that the performance of the LSTMs is as good as the baseline DAEs, although the number of parameters is much smaller (1/25-1/8). It is noteworthy that the improvement obtained by the augmentation with the phone-class feature was larger for the LSTM (7.5%) than for the DAE (6.5%).

5. Conclusion

This paper presented our initial results for the LSTM-based dereverberation with the phone-class feature. The LSTM architecture achieved comparable dereverberation performance to the strong baseline DAE with an order of magnitude smaller number of parameters. We also show that the phone-class feature in the long context effectively improved the performance.
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