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Abstract
It is important to transcribe and archive speech data of endan-
gered languages for preserving heritages of verbal culture and
automatic speech recognition (ASR) is a powerful tool to facil-
itate this process. However, since endangered languages do not
generally have large corpora with many speakers, the perfor-
mance of ASR models trained on them are considerably poor in
general. Nevertheless, we are often left with a lot of recordings
of spontaneous speech data that have to be transcribed. In this
work, for mitigating this speaker sparsity problem, we propose
to convert the whole training speech data and make it sound like
the test speaker in order to develop a highly accurate ASR sys-
tem for this speaker. For this purpose, we utilize a CycleGAN-
based non-parallel voice conversion technology to forge a la-
beled training data that is close to the test speaker’s speech. We
evaluated this speaker adaptation approach on two low-resource
corpora, namely, Ainu and Mboshi. We obtained 35-60% rel-
ative improvement in phone error rate on the Ainu corpus, and
40% relative improvement was attained on the Mboshi corpus.
This approach outperformed two conventional methods namely
unsupervised adaptation and multilingual training with these
two corpora.
Index Terms: speech recognition, low-resource language, un-
supervised speaker adaptation, CycleGAN, voice conversion

1. Introduction
It is important to transcribe and archive endangered languages
for preserving the heritages of their verbal culture. Since it
is highly expensive to manually transcribe a large amount of
speech data of unfamiliar languages, there is a strong demand
for an automatic speech recognition (ASR) system to facilitate
the transcription process. ASR performance, however, strongly
depends on the training data, and a speech corpus of an endan-
gered language generally has only a small number of speakers
since there are not so many people who can speak it. As a result,
when trained with such a small corpus, the ASR model cannot
be generalized well and becomes poor at recognizing the speech
of unknown speakers [1].

In this work, we tackle the challenge of a typical problem-
atic situation in very low-resource languages: there are tran-
scribed speech data from only a few speakers and we have a
new speaker whose oral recordings need to be transcribed. In
order to handle this, we propose an effective speaker adapta-
tion method which employs non-parallel voice conversion (VC)
based on CycleGAN [2, 3]. The proposed approach consists of
two steps: (1) utterances in the training data are transformed to
sound like the test speaker’s voice, (2) the ASR model is trained
using the original and transformed data. Through these steps,
the ASR model can learn an “unknown” speaker’s voice in ad-
vance although it is an artificial one. For step (1), non-parallel
VC is adopted since it does not require any parallel speech data,

Table 1: Speaker-wise data distribution in Ainu corpus

Speaker ID K S1 S2 S3 S4 S5 U1 U2

duration (h) 19.7 7.3 3.3 2.1 1.8 1.7 1.6 1.6
duration (%) 50.5 18.6 8.3 5.4 4.5 4.5 4.1 4.1

which is hard to construct with low-resource languages. More-
over, we use only a small part of the target speaker’s speech in
this step and the target speech in the test set remains untouched.
As described, this method is a label-free, data-efficient, and
completely unsupervised way of speaker adaptation. This is the
first study to apply non-parallel VC-based speaker adaptation
to real low-resource corpora. We evaluated this method with
the Ainu speech corpus [1] and the Mboshi corpus [4]. Fur-
thermore, we investigate how much target speaker’s speech is
needed for our VC-based approach to work effectively.

2. Speaker sparsity problem
2.1. Ainu speech corpus

The Ainu speech corpus [1] is a low-resource data set of an en-
dangered language. It has only 8 speakers and the amount of
the recordings is not balanced among speakers; instead more
than half of the data is from only a single speaker (labeled “K”)
as seen in Table 1. In our previous work [1], we evaluated the
ASR performance on this corpus. We found that with the best
modeling unit the performance was fairly good considering the
limited amount of training data when speakers in the test set are
included in the training set (the speaker-closed setting). How-
ever, when the test speakers were not included in the training set
(the speaker-open setting), the recognition accuracy was signif-
icantly degraded due to the highly limited number of training
speakers. In this paper, we work on this speaker sparsity prob-
lem, considering the situation where there are other Ainu speak-
ers whose oral recordings are waiting to be transcribed.

Other endangered languages also do not have speech cor-
pora with sufficient numbers of speakers. In our best knowl-
edge of published speech corpora of endangered languages, the
Griko corpus [5] has 9 speakers, the Mboshi corpus [4] has 3
speakers, and the Basaa corpus [6] is said to have “a few speak-
ers”. Therefore, the speaker sparsity problem widely appears in
ASR of endangered languages besides Ainu.

2.2. Conventional approaches

We review speaker adaptation and multilingual training as con-
ventional approaches to solve the speaker sparsity problem in
sequence-to-sequence ASR.

In a widely adopted approach, a speaker-independent model
is finetuned on the test data from new speakers using initial
recognition results as labels. We refer to this method as self-
supervised adaptation in this paper. Ochiai et al. investigated
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which part of their combined speech enhancement and ASR
model should be fixed considering the risk of overtraining [7].
Meng et al.introduced Kullback-Leibler divergence (KLD) reg-
ularization, adversarial speaker adaptation (ASA), and multi-
task learning speaker adaptation to mitigate the overfitting [8].
In spite of these efforts, the ASR model is often affected by er-
rors in the first-pass recognition results used as labels for adap-
tation data. Another popular way for speaker adaptation is ap-
pending i-vectors to input acoustic features [9]. The i-vector
represents the specific characteristics of a speaker’s voice, and
it is calculated with the universal background model (UBM),
which generally requires many speakers and is difficult to con-
struct in low-resource languages. Other feature-space adapta-
tion methods such as maximum likelihood linear regression [10]
and maximum a posteriori adaptation using GMM-derived fea-
tures [11, 12] are not as effective as model retraining in a low-
resource situation.

It is well-known that the performance of low-resource ASR
is improved by using corpora of other languages. This method
is called multilingual training. Typically, one ASR model is
shared with multiple languages and it picks up an output label
from the union of grapheme sets of the languages [13, 14, 15].
We examined the effectiveness of multilingual training on the
Ainu corpus and obtained some improvement [1].

3. Non-parallel voice conversion approach
3.1. Basic concept and processing flow

As mentioned in the previous section, self-supervised adapta-
tion exploits the matched data but easily overfits them and is
also error-prone. On the other hand, multilingual training does
not augment data of the very target language for training. To
overcome the drawbacks of these two approaches, we adopt an
approach of unsupervised adaptation to generate data matched
to test speakers without relying on erroneous labels or using a
large number of speakers, or data of other languages. Instead,
the proposed approach attempts to convert the existing data of
one or a few speakers in the training set to the new speaker in
the test set. This idea is simple but has not been practical when
the quality of voice conversion is not good.

In recent years, high-quality non-parallel VC methods
based on CycleGAN [2, 3] have been introduced [16, 17]. They
do not require parallel utterance pairs, which are generally not
available in low-resource languages. Therefore, we investigate
the CycleGAN-based approach in very low-resource situations.

The procedure of the proposed method is as follows. First,
we prepare source and target acoustic features (S and T , respec-
tively) to train CycleGAN. S is from original training data, and
T is from the target speaker who is in the test set and unseen in
the training set. The CycleGAN is trained to minimize the loss
described in the next section to obtain a generator with which
utterances in S are transformed to have characteristics of utter-
ances in T . After the training of the CycleGAN, all features in
the training data are converted using the generator. Finally, the
ASR model is trained with converted and original training data.

3.2. CycleGAN-based non-parallel voice conversion

In this section, we explain the details of CycleGAN. CycleGAN
has two generators and two discriminators. Generators convert
source/target speaker’s voice into the target/source speaker’s
voice, and discriminators judge whether the input voice is from
a real dataset or a generator as shown in Figure 1.

In the following equations, S and T represent the total sets

Real / Fake

Discriminator
(S)

L1-loss

Generator
(S → T)

Generator
(T → S)

L1-loss

Discriminator
(T)

Real / Fake

𝑆

𝑇

Figure 1: The architecture of CycleGAN. S and T are the source
and target speaker’s features, respectively. X denotes gener-
ated fake features ofX . The red paths start from S and the blue
ones from T . The identity-mapping loss is not described here.

of source and target speaker’s features, respectively. GS→T

means the generator which is trained to convert source speaker’s
voice into target speaker’s voice. DS is the discriminator for
real and fake source speaker’s voices. Note that 1 and 0 are
labels for real data and fake data in equations (1) and (5). Gen-
erators are trained with the following three objectives:

1. Adversarial Loss: This loss encourages generators to
output more confusing features for discriminators. The
least mean square error is used following LSGAN [18].

LG(adv) = E
s∼pS(s)

[(DT (GS→T (s))− 1)2]

+ E
t∼pT (t)

[(DS(GT→S(t))− 1)2] (1)

2. Cycle-consistency Loss: With this loss, input features
can be reconstructed after passing through two genera-
tors. The linguistic consistency between generators’ in-
put and output is expected to be maintained.

LG(cyc) = E
s∼pS(s)

[||GT→S(GS→T (s))− s||1]

+ E
t∼pT (t)

[||GS→T (GT→S(t))− t||1] (2)

3. Identity-mapping Loss: This loss requires generators to
avoid unnecessary modification of input features.

LG(id) = E
t∼pT (t)

[||GS→T (t)− t||1]

+ E
s∼pS(s)

[||GT→S(s)− s||1] (3)

With hyperparameters λcyc and λid, the entire loss of the gen-
erators is defined as below:

LG = LG(adv) + λcycLG(cyc) + λidLG(id) (4)

Discriminators are trained with the following loss:

LD = E
s∼pS(s)

[(DT (GS→T (s))− 0)2 + (DS(s)− 1)2]

+ E
t∼pT (t)

[(DS(GT→S(t))− 0)2 + (DT (t)− 1)2] (5)

When generators’ parameters are updated with LG, discrimina-
tors’ parameters are left unchanged, and vice versa.
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For generators and discriminators, we employ CycleGAN-
VC2 [17], which is a CycleGAN specially developed for voice
conversion, unlike the networks adopted in related works in
Section 3.3. Specifically, its generators have 2-1-2D CNN ar-
chitecture, which is the combination of 1D CNN for modeling
dynamic change in speech signals and 2D CNN for preserv-
ing the original structure. ParchGAN [19, 20] is used for its
discriminators. We do not use “two-step adversarial loss” pro-
posed in [17] because we found it not so helpful for ASR in a
preliminary experiment.

3.3. Related works
There has been some previous work on adaptation with
CycleGAN-based feature mapping. Mimura et al. adopted it for
domain adaptation including speech enhancement. This was the
first work to use CycleGAN for front-end feature transformation
in ASR [21]. Dumpara et al. extracted perturbed speech from
the AMI meeting corpus and the Buckeye corpus and observed
that the degraded ASR performance with such speech was im-
proved by a CycleGAN-based front-end [22]. Hosseini-Asl et
al. investigated the effect of the CycleGAN-based adaptation
between two genders by manually separating the TIMIT corpus
into male and female speakers [23]. Our work reported in this
paper is the first study that applies a CycleGAN-based voice
cloning technique to individual speaker adaptation for ASR and
demonstrates its effectiveness for very low-resource ASR in a
practical situation.

4. Experimental evaluations
4.1. Dataset
We evaluated the proposed VC-based approach through speech
recognition experiments using the Ainu corpus and the Mboshi
corpus. The Ainu corpus contains about 40 hours of folklore
recited by 8 speakers. From among them, 2 different speak-
ers were chosen as unknown target speakers (Ui, i = {1, 2}),
and transcribed speech data from the other speakers (ALL/Ui)
were used for the training set in the experiment. In addition, we
tried an extreme situation where we assumed we had only one
“known” (i.e. labeled) speaker (K), who has the largest amount
of data among the Ainu speakers. We performed four experi-
ments with the Ainu corpus (Table 2), where experimental IDs
of K-Ui and ALL-Ui are given for convenience. CycleGAN
was trained using all of the entire known speaker’s features and
randomly chosen 1/5/10/20/30 minutes of the target speaker’s
features that are set aside from the test set.

Furthermore, the Mboshi corpus [4] was chosen to see
whether this approach is effective in other low-resource lan-
guages. The Mboshi corpus contains about 5 hours of speech
read by 3 speakers that we refer to as A, B, and C. The data por-
tion for each speaker is divided into training and development
set in the corpus and we adopt this “official” definitions of sub-
sets. We designated the speaker C, who speaks the least, as the
unknown test speaker and speaker A and B as known training
speakers in the experiment. The CycleGAN was trained using
the training set portion of the data to learn the conversion from
training speakers A and B to test speaker C. The ASR model
was trained using this converted data and evaluated using the
development set of C.

4.2. Experimental details
In CycleGAN training, acoustic features are 40-dimensional log
Mel filter banks (MFBs) extracted every 10 ms over a 25-ms
window. While generators convert an entire sequence, discrim-

Table 2: Four experimental settings in the Ainu corpus

Experiment ID K-U1 K-U2 ALL-U1 ALL-U2

known spkr. K K ALL/U1 ALL/U2

# speakers 1 1 7 7
duration (h) 19.68 19.68 37.18 37.17

target spkr. U1 U2 U1 U2

inators accept cropped 128 frames of features. In Eq. (4), λid

is 5 only for the first 104 iterations and then set to 0, while
λcyc is 10 throughout the training. We trained the networks for
5×104 steps with the Adam optimizer [24] with a batch size of
5. The learning rate for generators is 2×10−4 and that for dis-
criminators is 1×10−4. The ASR model is an attention-based
encoder-decoder model [10, 25, 26] with Connectionist Tempo-
ral Classification (CTC) [27, 28] subtasks [29]. In ASR train-
ing, we stack 3 consecutive input frames to form a sequence of
120-dimensional features [30]. The encoder is a 5-layer bidi-
rectional long short-term memory (LSTM) [31, 32] and the de-
coder is a 1-layer unidirectional LSTM. All LSTMs have 320
hidden units. The 1D convolution layer in the location-based
attention mechanism has 10 channels and their kernel width is
100. Dropout [33] of 0.2 is applied to the encoder LSTM. The
total loss L is a weight sum of the main loss Lattn and the loss
of CTC subtask Lctc:

L = 0.8Lattn + 0.2Lctc (6)

We chose syllable for the modeling unit following [1] on the
Ainu corpus, and chose phone on the Mboshi corpus. The mod-
eling unit for CTC subtasks is phone for the both corpora. For
the baseline experiment, we evaluated the ASR model trained
only with the original training data shown in Table 2. We trained
the networks for 60 epochs with weight decay [34] of 1×10−5.
The learning rate is 1×10−3 for the first 30 epochs and is then
multiplied by 0.9 at the beginning of each epoch. In the pro-
posed approach, the whole converted data are added to origi-
nal training data for ASR training. Self-supervised adaptation
and multilingual training are compared with the proposed ap-
proach. In self-supervised adaptation, the baseline ASR model
was finetuned with the same learning rate scheduling as men-
tioned above. KLD regularization and ASA [8] in Section 2.2
were not applied because we found in preliminary experiments
that they were not so helpful on the Ainu and Mboshi corpora.
In multilingual training, the English corpus WSJ [35] and the
Japanese corpus JNAS [36] are used. JNAS comprises about
80 hours of speech from 324 speakers, and WSJ has about 70
hours of speech from 282 speakers. The encoder and the atten-
tion mechanism are shared with the three languages as in [1].
The modeling unit for English and Japanese is phones.

4.3. Results and discussions

First, we show the speech recognition result on the Ainu corpus
in Table 3. The numbers for ‘self-supervised’ and ‘VC’ are the
best PERs among 5 different amounts (i.e. 1/5/10/20/30 min-
utes) of data for adaptation. In all of the four experiments, the
VC-based approach with CycleGAN yields drastically better re-
sults than other methods. In experiments K-U1 and K-U2, the
PERs are improved from 45.4% to 17.8% (60.6% relative im-
provement) and from 42.6% to 18.3% (57.0% relative improve-
ment), respectively, with 30 minutes of target speaker’s data.
In experiments ALL-U1 and ALL-U2, the baseline model per-
forms much better than those in experiments K-U1 and K-U2.
This may suggest that the number of speakers in training data is
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Table 3: The PERs (%) on the Ainu corpus. The numbers for
‘self-supervised’ and ‘VC’ are the best PERs among 5 different
amounts (i.e. 1/5/10/20/30 minutes) of data for adaptation.

Experiment ID K-U1 K-U2 ALL-U1 ALL-U2

baseline 45.4 42.6 15.9 13.8
self-supervised 45.6 38.8 14.7 12.0
multilingual 30.4 33.6 13.2 11.1
VC 17.8 18.3 10.5 8.8

(min.) (min.)

(min.) (min.)

(%)

(%)(%)

(%)

VC Self-supervised Multilingual Baseline

K-U1 K-U2

ALL-U1 ALL-U2

Figure 2: The PERs (%) of the VC, self-supervised, and multi-
lingual approaches with the baseline in four experiments on the
Ainu corpus. VC and self-supervised adaptation have multiple
results with 1/5/10/20/30-minute target speaker’s features.

critical for recognizing an unknown speaker’s speech. Although
the baseline model already performs well, our proposed method
improves it further as in Table 3. For instance, the PER is de-
creased from 15.9% to 10.5% (33.7% relative improvement) in
experiment ALL-U1 and from 13.8% to 8.8% (35.9% relative
improvement) in experiment ALL-U2 with 20 minutes of target
speaker’s features. Note that this result is obtained without us-
ing the test sets in the VC training. Therefore, when additional
data from the same test speaker is found and to be recognized,
there is no need to apply this VC-based adaptation again.

The PERs with various lengths of target speaker’s speech
for the VC training and self-supervised adaptation are shown in
Figure 2. In all experiments, 20 minutes of the target speaker’s
features look enough for the convergence of performance. This
demonstrates the data-efficient nature of the proposed method
and suggests that the CycleGAN VC-based approach can be ap-
plied to a wide range of practical low-resource situations. The
self-supervised adaptation is not very effective in low-resource
ASR. This is probably because the self-supervised adaptation
requires a first-pass decoding result for adaptation data with
a certain level of accuracy, which is rarely reached with low-
resource datasets. In all settings, the VC-based method with
only 5-minute adaptation data from a target speaker outper-
forms the multilingual training.

We show an example of voice conversion in the 40-
dimensional log MFB domain in Figure 3. Here, (a) is speaker

(a)

(b)

Figure 3: The comparison between speaker K’s original fea-
ture (a) and speaker U1-like fake feature (b). In the red dashed
squares, (b) has lower energies than (a).

Table 4: An example of improvement. The VC result has far
fewer deletion errors than the baseline result.

ground truth a unuhu an a onaha an hine oka an hike iskar emko un

baseline a onaha ne okkaymi ki iskar emko

VC a ponomo an a onaha an hine oka an he ki iskar emko un

Table 5: The PERs (%) on the Mboshi corpus

baseline 44.0
self-supervised 43.3
multilingual 34.6
VC 25.9

K’s original speech and (b) is speaker U1-like converted speech.
While the original speech tends to have high energies around the
middle-frequency bins, the converted speech does not have such
a trend as seen in the red dashed squares in Figure 3. In Table 4,
we show an example of improvement seen in experiment K-U1.
This sentence is the first two utterances in the test set of speaker
U1. Despite some errors, deletions are significantly decreased
and the results are much more useful for making a transcript.

Table 5 shows the result on the Mboshi corpus. The pro-
posed CycleGAN VC-based approach improves the PER by rel-
atively 41.1% compared with the baseline, and it has a trend
similar to that of the results on the Ainu corpus. This demon-
strates that the effectiveness of the CycleGAN VC-based ap-
proach in the very low-resource situation is not limited to a spe-
cific language. This experiment can be reproduced with our
model and recipe located here1.

5. Conclusion
In this work, we proposed a non-parallel VC-based approach
with CycleGAN for speaker adaptation in the situation where
there are only a very limited number of speakers in the cor-
pus. In this adaptation method, acoustic features in the training
data are converted to target speaker-like data via the genera-
tor of CycleGAN, and then the ASR model is trained with the
original and the converted training data. Comparing with con-
ventional self-supervised adaptation and multilingual training,
we demonstrated that the proposed approach is the most effec-
tive among these to mitigate the speaker sparsity problem on
the Ainu corpus. This approach brings significant improvement
from the baseline to the level to be used for transcriptions. In
addition, we observed the same trend of results with the Mboshi
corpus. This suggests that non-parallel VC-based speaker adap-
tation will be effective in ASR of various endangered languages.

1https://github.com/Kohei-Matsuura/Non-parallel-VC-on-Mboshi
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