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Abstract
Accurately recognizing emotion from speech is a necessary

yet challenging task due to the variability in speech and emo-
tion. In this paper, we propose a speech emotion recognition
(SER) method using end-to-end (E2E) multitask learning with
self attention to deal with several issues. First, we extract fea-
tures directly from speech spectrogram instead of using tradi-
tional hand-crafted features to better represent emotion. Sec-
ond, we adopt self attention mechanism to focus on the salient
periods of emotion in speech utterances. Finally, giving consid-
eration to mutual features between emotion and gender classi-
fication tasks, we incorporate gender classification as an auxil-
iary task by using multitask learning to share useful information
with emotion classification task. Evaluation on IEMOCAP (a
commonly used database for SER research) demonstrates that
the proposed method outperforms the state-of-the-art methods
and improves the overall accuracy by an absolute of 7.7% com-
pared to the best existing result.
Index Terms: Speech emotion recognition (SER), spectro-
gram, end-to-end (E2E), attention mechanism, multitask learn-
ing

1. Introduction
With the rapid development of automatic speech recognition
and natural language processing, a number of spoken dialogue
systems (SDS) are being investigated to conduct specific tasks.
Smartphone assistants and smart speakers are widely used for
information retrieval in daily lives, and humanoid robots with a
dialogue function are starting to serve in reception and elderly
care. However, these systems usually lack the ability to deal
with human emotion, which makes them perceived cold and
robotic. To this end, the study of speech emotion recognition
(SER) has attracted great attention in recent years.

SER basically consists of two necessary steps: feature ex-
traction and emotion classification. The baseline feature sets for
the INTERSPEECH 2009 Emotion Challenge [1], the INTER-
SPEECH 2013 computational paralinguistics challenge [2], and
AVEC challenge [3] are commonly used. These feature sets
include acoustic and prosodic features such as pitch, energy,
Mel-frequency cepstral coefficients (MFCC) and so on, as well
as their statistical functionals. However, directly learning the
mapping from speech spectrogram has emerged as a trend in
current works [4, 5, 6] , and this approach proved better in rep-
resenting emotion. Traditional machine learning approaches,
for example hidden Markov model, Gaussian mixture model,
and support vector machines are widely adopted for classifica-
tion using extracted features in previous works [7, 8, 9, 10].
However, a series of neural networks are replacing traditional
machine learning approaches, such as convolutional neural net-
works (CNN) and recurrent neural networks (RNN) [11, 12],

thanks to remarkable success of deep neural technologies in the
last decade.

Despite these progresses, SER is still a challenging task be-
cause of the variability in speech and emotion. In this paper,
we propose a method using end-to-end (E2E) multitask learn-
ing with self attention aiming to resolve several issues which af-
fect the recognition accuracy. First, we extract features directly
from spectrogram and then train the model using a combination
of CNN and bidirectional long short-term memory (BLSTM)
model in an E2E manner. Traditional hand-crafted features
lack the ability to represent emotion comprehensively result-
ing in that there is no single feature set that well suits every
speech corpus. Second, because emotion is usually expressed
by salient emotion-related periods instead of the whole utter-
ance, we adopt self attention mechanism to focus on these peri-
ods for utilizing relevant features. Finally, inspired by that emo-
tion and gender share mutual features in classification task, we
incorporate gender classification as an auxiliary task. By using
multitask learning, the model could better learn the differences
between signal patterns of male and female speech to improve
the recognition accuracy. The major contributions of this work
are summarized as follows.

1) Classifying emotion using spectrogram based self-
attentional CNN-BLSTM model in an E2E manner.

2) Combining emotion classification and gender classifica-
tion using multitask learning.

3) Achieving an absolute increase of overall accuracy by
7.7% compared to the best existing result.

The rest of this paper is organized as follows. We present
related works on SER in Section 2. Next, we describe the
IEMOCAP database in Section 3 and the proposed method in
Section 4. The experiments along with the evaluation results
are described in Section 5. In Section 6, we conclude with a
brief summary and mention of the future work.

2. Related Works
To automate SER, researchers have applied various acoustic and
prosodic features in last few decades. Traditionally, a number
of low-level descriptors (LLD) built upon prior knowledge have
been hand-crafted to represent emotion. Nevertheless, recent
studies have shown that using spectrogram information directly
for SER outperforms using hand-crafted LLDs. [5] used spec-
trogram with deep CNNs, and [13] used spectrogram in Mel-
scale with a combination of CNN and LSTM. In this work, we
follow this path.

Machine translation and speech recognition have achieved
great success by using attention mechanism [14, 15]. [16]
presents the effectiveness of multi-headed self attention. Emo-
tions are usually labeled at the utterance-level while expressed
by salient emotional parts of the utterance. Moreover, speech
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utterances in most available databases contain silence periods.
Hence, attention mechanism is important to select relevant fea-
tures for SER. [17] used local attention and achieved an increase
in SER task. In this work, we adopt self attention in our archi-
tecture.

Multitask learning recently rose as an approach to improv-
ing SER by learning from auxiliary tasks. [18] jointly pre-
dicted valence, arousal and dominance by combining shared
layers and attribute-dependent layers. However, the required in-
formation for these predictions highly overlap with each other,
which makes it difficult for the model to learn extra features.
[19, 20] have proved that gender classification share mutual
features such as pitch and MFCC with emotion classification.
Thus, we use gender classification as an auxiliary task. Consid-
ering the differences between signal patterns of male and female
speech, gender classification may help identify the differences
to increase SER accuracy.

3. Database Description
We use the IEMOCAP [21], which is a widely used database
in SER research comprising of scripted and improvised mul-
timodal interactions of five dyadic sessions with 10 subjects
(5 male and 5 female actors). The database consists of ap-
proximately 12 hours of speech and is labeled by three anno-
tators with the categorical emotion labels chosen from the set:
ANGRY, DISGUSTED, EXCITED, FEARFUL, FRUSTRATED,
HAPPY, NEUTRAL, SAD, SURPRISED, and OTHER. We first
combine EXCITED and HAPPY into HAPPY in accordance with
past works, and use four categories of ANGRY, HAPPY, NEU-
TRAL, and SAD. The total number of the utterances used in this
work is 5531.

4. Proposed Method
4.1. Spectrogram Extraction

First, the maximal length of the utterances were set to 7.5s
(mean duration plus standard deviation of all utterances).
Longer utterances were cut at 7.5s, and shorter ones were
padded with zeros. Next, Hanning windows with length of 800
were applied to the audio signal. The sampling rate was set
at 16000Hz. For each frame, a short term Fourier transform
(STFT) of length 800 with hop length 400 was calculated. The
calculated spectrogram was mapped to Mel-scale in order to
mimic the non-linear human ear perception of sound. Finally,
the spectrogram with deltas and delta-deltas for better captur-
ing personalized features [22], were extracted as the input to
the neural network. We have also tried several different lengths
of sampling window but the results had no clear differences.

4.2. Self-Attentional CNN-BLSTM

We denote the spectrogram of a speech segment as X =
{x1, x2, · · · , xL}, where xi ∈ Rdspec , L is the temporal length
of the spectrogram, and dspec is the dimension of a spectrogram
feature vector.

We encode the spectrogram X as a fixed-length vector
z, and conduct classifications on z. To efficiently encode
salient features ofX , we propose to use a self-attentional CNN-
BLSTM network. As shown in Figure 1, the network mainly
consists of 3 components, namely a 2-layer convolutional neural
network (CNN), a 2-layer bidirectional long short-term mem-
ory (BLSTM) network, and a self attention network. The three
components serve for different purposes in the encoding pro-

cess.

4.2.1. CNN and Pooling Layer

The CNN integrates local contexts by applying dcnn convolu-
tions over X with a stride of 1 and a window size of ncw, and
produces a sequence of vectors Hcnn = {hcnn

1 , hcnn
2 , · · · , hcnn

L },
where hcnn

i ∈ Rdcnn . The j-th element in hcnn
i is the inner prod-

uct of the j-th filter and the i-th window in X .

hcnn
i,j = f(bcnn

j + 〈W cnn
j ,win(X, i, ncw)〉F ) (1)

〈A,B〉F =
∑
i

∑
j

Ai,jBi,j (2)

win(X, i, ncw) = [x
i−ncw−1

2
; · · · ;xi; · · · ;xi+ncw−1

2
], (3)

where 〈·, ·〉F denotes the matrix inner product operation, and
win(X, i, ncw) means the i-th window inX with a window size
of ncw. We choose ReLU [23] as the activation function f(·).
W cnn

j ∈ Rncw×dspec and bcnn
j ∈ R are trainable parameters of the

j-th CNN filter. Notice that X is left- and right- padded before
the convolution operation by repeating x1 and xL, respectively.

Then a temporal MaxPooling operation is applied to every
npw CNN outputs. It keeps salient information in the inputs
while reducing the length of the sequence, which makes com-
putation in subsequent BLSTM networks faster. The pooled
outputs are Hpool = {hpool

1 , · · · , hpool
L/npw

}, where hpool
i ∈ Rdcnn .

hpool
i = MaxPooling(win(Hcnn, i× npw − 1, npw)). (4)

4.2.2. BLSTM Layer

The bidirectional LSTM [24] network encodes global con-
texts by updating its hidden states recurrently. It takes as in-
put Hpool and outputs a sequence of hidden states Hblstm =
{hblstm

1 , · · · , hblstm
L/npw

}, where hblstm
i ∈ R2dlstm is the concate-

nation of the i-th forward hidden state and the i-th backward
hidden state.

4.2.3. Self Attention Layer

Following the BLSTM layer, a structured self attention net-
work [9] aggregates information from the BLSTM hidden states
Hblstm and produces a fixed-length vector z as the encoding of
the speech segment.

Given hidden states Hblstm as input, the network computes
a vector of attentional weights a. And hattn is the weighted sum
of the hidden states.

a = softmax (ws2 tanh(Ws1H
blstmT

)) (5)

hattn = aHblstm, (6)

where Ws1 ∈ Rdattn×2dlstm and ws2 ∈ Rdattn are trainable pa-
rameters.

The combination yielded by a may only capture one spe-
cific aspect of the input information. In order to obtain an over-
all representation, we can compute multiple combinations of
Hblstm by using nattn differentws2s. Then we concatenate all the
weighted sums to get the final encoding vector z ∈ R2nattndlstm .

aj = softmax (ws2,j tanh(Ws1H
blstmT

)) (7)

hattn
j = ajH

blstm (8)

z = hattn
1 ⊕ hattn

2 ⊕ · · · ⊕ hattn
nattn . (9)
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Figure 1: Overview of the model architecture.

4.3. Output Layers with Multitask Learning

Finally, following the self-attentional CNN-BLSTM model, two
output layers generate the probability distributions over emo-
tions and genders, respectively. Gender classification is incor-
porated to consider the relationship between the two tasks and
better classify emotion in a multitask learning manner. The
model is optimized by the following objective function.

L = α× Lemotion + β × Lgender, (10)

where Lemotion and Lgender are the losses for emotion classifica-
tion and gender classification, respectively. α and β represent
the weights for the two tasks. We choose cross-entropy as the
loss function for both tasks. We tried several weights in order
for the network to focus on the main task, and found that set-
ting both weights to 1.0 yielded the best accuracy of emotion
classification.

The two output layers are fully-connected layers with hid-
den units of the number of emotion categories (four) and gender
categories (two), respectively. We choose softmax as the acti-
vation function for both layers.

5. Experiments and Evaluation Results
5.1. Implementation

The self-attentional CNN-BLSTM model was implemented in
Keras, and optimized using the Adam method [25] with a learn-
ing rate of 10−4, a decay rate of 10−6 and a batch size of 40.
Gradients were clipped within [−1.0, 1.0]. We used 100 epochs
for training and saved the best one as the final model. We ap-
plied a dropout after every BLSTM layer with 0.5 dropout prob-
ability. The dimensions mentioned in Section 4 are summarized

Table 1: Dimension details.

Notation Meaning Value

dspec Number of spectrogram features 384
dcnn Number of convolution filters 64
dlstm Number of LSTM hidden units 60
dattn Hidden size of a attention head 512
ncw Size of a convolution window 3
npw Size of a pooling window 3
nattn Number of attention heads 8

in Table 1.

5.2. Experimental Settings

We used leave-one-session-out cross-validation (four sessions
for training and the remaining one for testing) to train the model
in accordance with prior works. We evaluated the performance
using both weighted accuracy (WA) and unweighted accuracy
(UA). WA is the overall accuracy of the entire test data, and UA
is the average accuracy of each emotion category. We compared
the result of the proposed self-attentional CNN-BLSTM model
with the state-of-the-art result as well as other results reported
by prior works on IEMOCAP database. The comparison results
are shown in Table 2.

5.3. Evaluation Results Compared with Prior Works

The upper part of Table 2 shows results reported in prior
works. The DNN-ELM model in [26] used deep neural net-
works (DNNs) to calculate segment-level probability distribu-
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Table 2: Comparison results.

Method WA UA Year

DNN-ELM [26] 54.3% 48.2% 2014
BLSTM-ELM [12] 62.8% 63.9% 2015
AE-BLSTM [27] 50.5% 51.9% 2016
CNN-BLSTM [13] 68.8% 59.4% 2017
Multichannel CNN [6] 73.9% 68.5% 2018

Ours
Full model 81.6% 82.8%
− Self attention 55.3% 51.1%
−Multitask learning 70.5% 72.6%

Table 3: Confusion matrix of the full model predictions.

Emotion labels Prediction results
ANGRY HAPPY NEUTRAL SAD

ANGRY 939 101 63 0
HAPPY 271 1283 71 11
NEUTRAL 2 107 1300 299
SAD 8 25 57 994

tion over emotions. The segment-level distributions were inte-
grated as sentence-level features and processed by an extreme
learning machine (ELM). Replacing the DNNs with BLSTMs
improved the performance as reported in [12]. In [27], the au-
thors used spectrogram features extracted from both speech and
glottal flow signals. A stacked denoising autoencoder (AE) en-
codes the spectrogram, and a BLSTM predicts an emotion label
for each input step in a sequence labeling manner. The final
emotion label is decided in a voting scheme. A combination of
CNN and BLSTM was proposed in [13]. The previous state-
of-the-art result was achieved by a multichannel CNN model
proposed in [6], which used only CNNs to encode phoneme
and spectrogram features. Compared to the previous works, the
proposed self-attentional CNN-BLSTM model outperforms the
best reported results by a large margin. We improve WA from
73.9% to 81.6% (7.7% absolute improvement and 10.4% rela-
tive improvement), and UA from 68.5% to 82.8% (14.3% abso-
lute improvement and 20.9% relative improvement). The confu-
sion matrix showing detailed classification results is presented
in Table 3.

5.4. Ablation Study

We also conducted ablation study to confirm the usefulness of
the self attention component and multitask learning with gen-
der classification. The lower part of Table 2 reports the results
of (1) the full proposed model, (2) the model without self at-
tention component, and (3) the model trained without gender
classification loss. As the WA and UA measurements suggest,
both techniques substantially contribute to the accuracies of the
full model. Removing the self attention component resulted
in around 30% absolute accuracy reduction. And training the
model solely using SER loss resulted in around 10% absolute
accuracy reduction.

5.5. Analysis of Gender Classification

While we reached new state-of-the-art accuracies on the emo-
tion classification task, the accuracy of gender classification is

only around 75%, which is not as good as common gender clas-
sification results. This condition may result from two reasons.
First, because IEMOCAP is especially collected for emotion
recognition research, it may not be a suitable database for gen-
der recognition. Second, gender recognition may require more
hand-crafted features such as pitch, energy, and MFCC, since
prior works achieved significant results using only these fea-
tures [28, 29, 30]. On the other hand, although the proposed
method did not improve gender classification accuracy to the
state-of-the-art level, incorporating this auxiliary task enabled
emotion classification to avoid confusion differentiating male
and female speech. By analyzing audio files according to emo-
tion classification results, we found that emotion classification
sometimes failed because of the lack of gender information
without using multitask learning. For example, several female
speech utterances with sad emotion, as well as male speech ut-
terances with extreme anger were falsely classified as neutral
emotion. This phenomenon is plausible because female speech
with sadness are usually low-frequency, and male speech with
extreme anger are highly aroused. The emotions of these speech
are hard to determine without knowing the gender [20]. How-
ever, this issue was resolved by sharing gender information with
emotion classification using multitask learning in this work.

6. Conclusions
In this paper, we propose a self-attentional CNN-BLSTM
model to train the SER model with multitask learning in an E2E
manner, operating on the speech spectrogram. The evaluation
on IEMOCAP database demonstrates that the proposed method
achieves 7.7% and 14.3% absolute improvements of WA and
UA compared to the existing best result, respectively. Our
method could be used for recognizing different kinds of par-
alinguistic information from speech at the same time in various
scenarios including call center, health care, and human-robot in-
teraction. We aim to use raw audio and incorporate more tasks,
such as age recognition and speaker identification in our future
work.
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