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Abstract
We address appropriate user modeling in order to generate co-
operative responses to each user in spoken dialogue systems.
Unlike previous studies that focus on users’ knowledge or typi-
cal kinds of users, the proposed user model is more comprehen-
sive. Specifically, we set up three dimensions of user models:
skill level to the system, knowledge level on the target domain
and degree of hastiness. Moreover, the models are automati-
cally derived by decision tree learning using real dialogue data.
We obtained reasonable classification accuracy for all dimen-
sions. Dialogue strategies based on the user modeling are im-
plemented in Kyoto city bus information system that has been
developed at our laboratory. Experimental evaluation shows
that the cooperative responses adaptive to individual users serve
as good guidance for novice users without increasing the dia-
logue duration for skilled users.

1. Introduction
A Spoken dialogue system is one of the promising applications
of the speech recognition and natural language understanding
technologies. A typical task of spoken dialogue systems is
database retrieval. Some IVR (interactive voice response) sys-
tems using the speech recognition technology are being put into
practical use as its simplest form. According to the spread of
cellular phones, spoken dialogue systems via telephone enable
us to obtain information from various places without any other
special apparatuses.

The speech interface involves two inevitable problems: one
is speech recognition errors, and the other is that much infor-
mation cannot be conveyed at once in speech communications.
Therefore, dialogue strategies, which determine when to make
guidance and what the system should tell to the user, are the
essential factors. In terms of determining what to say to the
user, several studies have been done not only to output answers
corresponding to user’s questions but also to generate coopera-
tive responses [1]. Furthermore, several methods have also been
proposed to change the dialogue initiative based on various cues
[2, 3, 4].

Nevertheless, whether a certain response is cooperative or
not depends on individual users’ characteristics. For example,
when a user says nothing, the appropriate response should be
different whether he/she is not accustomed to using the spoken
dialogue systems or he/she does not know much about the target
domain. Unless we detect the cause of the silence, the system
may fall into the same situation repeatedly.

In order to adapt the system’s behavior to individual users,
it is necessary to model the user’s patterns [5]. A number of
previous studies on user models have focused on user’s knowl-
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Others tried to infer and utilize user’s goals to gener-
sponses adapted to the user [6, 7]. Elzer et al. [8] pro-
a method to generate adaptive suggestions according to
preferences. However, these studies depend on the tar-
main greatly, and therefore the user models need to be
rated manually to be applied to new domains. Moreover,
ssumed that the input is text only, which does not con-
rrors. On the other hand, spoken utterances include var-
nformation such as the interval between the utterances,
esence of barge-in and so on, which can be utilized to
the user’s character. These features also possess general-
spoken dialogue systems because they are not dependent

ain-specific knowledge.
e propose more comprehensive user models to generate
dapted responses in spoken dialogue systems. In [9], typ-
sers’ behaviors are defined to evaluate spoken dialogue
s by simulation, and stereotypes of users are assumed

s patient, submissive and experienced. We introduce user
s not for defining users’ behaviors beforehand, but for de-
users’ patterns in real-time interaction.

e define three dimensions in the user models: ‘skill level
system’, ‘knowledge level on the target domain’ and ‘de-
f hastiness’. The models are trained by decision tree

ng algorithm using real data collected from the Kyoto city
formation system. Then, we implement the user mod-
d adaptive dialogue strategies on the system and evaluate
sing data collected with 20 novice users.

. Kyoto City Bus Information System
ve developed the Kyoto City Bus Information System,
locates the bus a user wants to take, and tells him/her

ong it will take before its arrival. The system can be
ed via telephone including cellular phones1. From any
, users can easily get the bus information that changes ev-
inute. Users are requested to input the bus stop to get on,
stination, or the bus route number by speech, and get the
ponding bus information.
he system operates by generating VoiceXML scripts dy-
ally. Figure 1 shows an overview of the system. A real-
us information database is provided on the Web, and can
essed via Internet. Then, we explain the modules in the
ing.

(Voice Web Server)
The Voice Web Server drives the speech recognition en-
gine and the TTS (Text-To-Speech) module according to
the specifications by the generated VoiceXML.
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Figure 1: Overview of the bus system with user models

Dialogue Manager
The dialogue manager generates response sentences
based on speech recognition results (bus stop names or
a route number) received from the VWS. If sufficient in-
formation to locate a bus is obtained, it retrieves the cor-
responding bus information from the real-time bus infor-
mation database.

VoiceXML Generator
This module dynamically generates VoiceXML scripts
that contain response sentences and specifications of
speech recognition grammars, which are given by the di-
alogue manager.

User Model Identifier
This module classifies user’s characters using features
specific to spoken dialogue as well as semantic at-
tributes. The obtained user profiles are sent to the dia-
logue manager, and are utilized in the dialogue manage-
ment and response generation.

3. Response Generation using User Models

3.1. Classification of User Models

We define three dimensions as user models described below.

3.1.1. Skill Level to the System

Since spoken dialogue systems are not widespread yet, there
arises a difference in the skill level of users in operating the
systems. It is desirable that the system changes its behavior
including response generation and initiative management in ac-
cordance with the skill level of the user. In conventional sys-
tems, a system-initiated guidance is invoked simply either when
the user says nothing or when speech recognition is not success-
ful. In our framework, we address a radical solution for the un-
skilled users by modeling the skill level as the user’s property.

3.1.2.
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Knowledge Level on the Target Domain

also exists a difference in the knowledge level on the tar-
main among users. Thus, it is necessary for the system
nge information to present to users. For example, it is
operative to tell too detailed information to strangers. On
her hand, for inhabitants, it is useful to omit too obvious
ation and to output more detailed information.

Degree of Hastiness

ech communications, it is important to present informa-
romptly and concisely. Especially in our bus system, the
eness is preferred because the bus information is urgent
st users. Therefore, we also take account of degree of
ess of the user, and accordingly change the system’s re-
es.

esponse Generation Strategy using User Models

we describe the response generation strategies adapted to
dual users based on the proposed user models: skill level,
edge level and hastiness. Basic design of dialogue man-
nt is based on mixed-initiative dialogue. By introducing
oposed user models, the system changes response gen-
n by the following two aspects: dialogue procedure and
ts of responses.

Dialogue Procedure

ialogue procedure is changed based on the skill level and
stiness. If a user is identified as having the high skill level,
logue procedure is carried out in a user-initiated manner;
y, the system generates only open-ended prompts. On the
hand, when user’s skill level is detected as low, the system
an initiative and prompts necessary items in order.
hen the degree of hastiness is low, the system makes con-
ion on the input contents. Conversely, when the hastiness
cted as high, such a confirmation procedure is omitted.

Contents of Responses

ation that should be included in the system response can
ssified into the following two items.

Dialogue management information

Domain-specific information

ialogue management information specifies how to carry
e dialogue including the instruction on user’s expression
Please reply with either yes or no.” and the explanation
the following dialogue procedure like “Let me confirm

y one.” This dialogue management information is deter-
by the user’s skill level to the system. These specifica-
re added when the skill level is considered as low.

he domain-specific information is generated according to
er’s knowledge level on the target domain. Namely, for
unacquainted with the local information, the system adds
planation about the nearest bus stop, and omits compli-
contents such as a proposal of another route.
he contents described above are also controlled by the
ess. For users who are not in hurry, the system gener-
e additional contents that correspond to the skill level and
edge level as cooperative responses. On the other hand,
sty users, the contents are omitted in order to prevent the
ue from being redundant.
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Figure 2: Decision tree for the skill level

3.3. Classification of User based on Decision Tree

In order to implement the proposed user models as a classifier,
we adopt a decision tree that handles about 30 features. It is
constructed by decision tree learning algorithm C5.0 [10] with
data collected by our dialogue system. Figure 2 shows derived
decision tree for the skill level. The features consist of not only
semantic information contained in the utterances but also in-
formation specific to spoken dialogue systems such as the si-
lence duration prior to the user utterance and the presence of
barge-in. Except for a few features such as “attribute of speci-
fied bus stops” that are used only in classifying the knowledge
level, most of the features are domain-independent. The clas-
sification of each dimension is done for every user utterance
except for knowledge level. Features extracted from utterances
are accumulated as history information during the session.

Figure 3 shows an example of the system behavior with the
proposed user models. The skill level is classified as being low
by the decision tree, because the first user’s utterance includes
only one content word. Then, dialogue procedure is changed
to the system-initiated one. Similarly, the hastiness is classified
as being low by the decision tree, and the system includes the
explanation on dialogue procedure and the instruction on ex-
pression in its responses. They are omitted if the hastiness is
identified as high.

3.4. Experiment on Decision Tree Learning

We train and evaluate the decision tree for the user models using
dialogue data collected by our system. The number of the ses-
sions (telephone calls) is 215, and the total number of utterances
included in the sessions is 1492. We annotated subjective labels
by hand. The annotator judges the user models for every utter-
ance based on recorded speech data and logs. The labels were
given to the three dimensions described in section 3.1 among
‘high’, ‘indeterminable’ or ‘low’. It is possible that the model
of a user changes during a dialogue, especially from ‘indeter-
minable’ to ‘low’ or ‘high’.

Using the labeled data, we evaluated the classification accu-
racy of the proposed user models. All experiments were carried
out by the 10-fold cross validation. The process, in which one
tenth of all data is used as the test data and the remainder is used
as the training data, is repeated ten times, and the average of the
accuracy is computed. The result is shown in Table 1. The con-
ditions #1, #2 and #3 in Table 1 are described as follows.

#1: The 10-fold cross validation is carried out per utterance.

#2: The 10-fold cross validation is carried out per session
(call).

#3: We calculate the accuracy under more realistic condition.
The accuracy is calculated not in three classes (high / in-
determinable / low) but in two classes that actually affect
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[skill level: low][knowledge level: low][hastiness: low]

: Please tell me your current bus stop, your destination
or the specific bus route number.

r: Maruyama Park.
: Let me confirm one by one.

(� The explanation is added by [skill level: low].)
Will you get on at Maruyama Park?
(� The content is confirmed by [hastiness: low].)
Please reply with yes or no.
(� The instruction is added by [skill level: low].)

r: Yes.
: Where will you get off the bus? Please specify by a

bus stop name or a well-known landmark.
(� The explanation is added by [skill level: low].)

r: Tofukuji temple.
: Will you get off the bus at Tofukuji temple?

Please reply with yes or no.
r: Yes.
: The following buses are located.

(� The explanation is added by [skill level: low].)
The nearest bus stop to Maruyama Park is Gion.
(� The domain information is added by [knowledge
level: low].)
Bus number 202 bound for Nishioji-Kujo has departed
Higashiyama-Sanjo, which is two stops away....

e 3: An example dialogue with the proposed user models

condition #1 #2 #3

skill level 80.8% 75.3% 85.6%
knowledge level 73.9% 63.7% 78.2%
hastiness 74.9% 73.7% 78.6%

e 1: Classification accuracy of the proposed user models

the dialogue strategies. For example, the accuracy for
the skill level is calculated for the two classes: low and
the others. As to the classification of knowledge level,
the accuracy is calculated for dialogue session, because
the features such as the attribute of a specified bus stop
are not obtained in every utterance. Moreover, in order
to smooth unbalanced distribution of the training data, a
cost corresponding to the reciprocal ratio of the number
of samples in each class is introduced. By the cost, the
chance rate of two classes becomes 50%.

he difference between condition #1 and #2 is that the train-
s carried out in a speaker-closed or speaker-open manner.
rmer shows better performance. The result in condition
ws useful accuracy in the skill level.

4. Experimental Evaluation
aluated the system with the proposed user models using
vice subjects, who had not used the system. The experi-
was performed in the laboratory under adequate control.
e speech input, the headset microphone was used.

xperiment Procedure

epared two sets of eight scenarios. Subjects were re-
d to acquire the bus information using the systems
ithout the user models. In the scenarios, neither the con-
ames of bus stops nor the bus number were given. Sub-



duration (sec.) # turn
group 1 with UM 51.9 4.03

(with UM� w/o UM) w/o UM 47.1 4.18
group 2 w/o UM 85.4 8.23

(w/o UM� with UM) with UM 46.7 4.08

UM: User Model

Table 2: Duration and the number of turns in dialogue

jects were also asked to write down the obtained information:
the name of the bus stop to get on, the bus number, and how
much time it takes before the bus arrives. With this procedure,
we planned to make the experiment condition close to the real-
istic one.

The subjects were divided into two groups; a half (group 1)
used the system in the order of “with user models � without
user models”, the other half (group 2) used in the reverse order.

The system without user models also generates follow-up
questions and guidance if necessary, but behaves in a fixed man-
ner. Namely, additive cooperative contents described in section
3.2 are not generated and the dialogue procedure is changed
only after recognition errors occur. It behaves equivalently to
the initial state of the user models: the hastiness is low, the
knowledge level is low and the skill level is high.

4.2. Results

All of the subjects successfully completed the given task, al-
though they had been allowed to give up if the system did not
work well. Namely, the task success rate is 100%.

Average dialogue duration and the number of turns in re-
spective cases are shown in Table 2. Though the users had not
experienced the system at all, they got accustomed to the system
very rapidly. Therefore, as shown in Table 2, both the duration
and the number of turns were decreased obviously in the latter
half of the experiment in either group. However, in the initial
half of the experiment, group 1 completed with significantly
shorter dialogue than group 2. This means that incorporation
of the user models is effective for novice users. Table 3 shows
a ratio of utterances for which the skill level was identified as
high. The ratio is much larger for group 1 who initially used
the system with user models. This fact means that the novice
users got accustomed to the system more rapidly with the user
models, because they were instructed on the usage by coopera-
tive responses generated when the skill level is low. The results
demonstrate that cooperative responses generated according to
the proposed user models can serve as good guidance for novice
users.

In the latter half of the experiment, the dialogue duration
and the number of turns were almost same between the two
groups. This result shows that the proposed models prevent the
dialogue from becoming redundant for skilled users, although
the generation of cooperative responses for all users often made
the dialogue verbose in general. It suggests that the proposed
user models appropriately control the generation of cooperative
responses by detecting characters of individual users.

5. Conclusions
We have proposed and evaluated user models for generating
cooperative responses adaptively to individual users. The pro-
posed user models consist of the three dimensions: skill level
to the system, knowledge level on the target domain and the
degree of hastiness. The user models are identified by deci-
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group 1 with UM 0.72
(with UM� w/o UM) w/o UM 0.70

group 2 w/o UM 0.41
(w/o UM� with UM) with UM 0.63

3: Ratio of utterances for which the skill level was judged
h

ee using features specific to spoken dialogue systems as
s semantic attributes. They are automatically derived by
on tree learning, and all features used for skill level and
ess are independent of domain-specific knowledge. So, it
ected that the user modeling can be applied in other do-
generally.

he experimental evaluation with 20 novice users shows
e skill level of novice users was improved more rapidly

corporating the user models, and accordingly the dia-
duration becomes shorter more immediately. The result

ieved by the generated cooperative responses based on the
sed user models. The proposed user models also suppress
dundancy by changing the dialogue procedure and select-
ntents of responses. Thus, they realize user-adaptive di-
strategies, in which the generated cooperative responses

as good guidance for novice users without increasing the
ue duration for skilled users.
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