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ABSTRACT

Modeling difficulty for non-native speakers is a central issue in either listening or speaking training of foreign languages. This talk will address our recent findings in this issue for both listening and speaking training.

For listening training, we have proposed a novel scheme of Partial and Synchronized Captioning (PSC), which provides part of caption texts in sync with speech word by word (see Figure 1). This is intended for learners to focus on listening to audio rather than reading the caption texts by providing minimum help. The key issue is to select caption texts to be presented based on difficulty for non-native learners, which is variable according to their proficiency level. While there are a number of factors affecting difficulty such as speaking rate, word frequency and specificity, we exploit errors made by an automatic speech recognition (ASR) system. Here, we assume that difficult words for human are also difficult for ASR systems, but all errors are not necessarily useful. Therefore, we investigate useful error patterns and identified the following four categories: homophones, minimum pairs, negatives, and bleached error boundaries. By incorporating these error patterns, the quality of PSC has been significantly improved.

For speaking training, we have focused on automatic recognition of articulatory attributes such as the place of articulation and the manner of articulation, which provides effective feedback on articulation. The major challenge is modeling non-native learners’ articulation without a large speech database of this kind, which is difficult to collect and annotate. We investigate multi-lingual learning of the deep neural network (DNN)-based articulatory attribute recognizer. Here, we assume that not a few of articulatory attributes are shared by the native language and the target language for learners, and also non-native learners’ articulation is affected by their native language. For example, when we target English learning by Japanese learners, the DNN-based recognizer is trained by using a Japanese native speech database and an English native speech database, both of which are available in a large scale. This achieves a significant improvement in detection of articulation errors and also ASR performance for non-native speech uttered by language learners.

These methods will realize effective CALL systems.

Figure 1 Example of Partial and Synchronized Captioning (PSC)
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