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Abstract

We investigate turn-taking behaviors in conversations in
poster sessions. While the poster presenter holds most of the
turns during sessions, the audience’s utterances are more impor-
tant and should not be missed. In this paper, therefore, predic-
tion of turn-taking by the audience is addressed. It is classified
into two sub-tasks: prediction of speaker change and predic-
tion of the next speaker. We made analysis on eye-gaze infor-
mation and its relationship with turn-taking, introducing joint
eye-gaze events by the presenter and audience. We also pa-
rameterize backchannel patterns of the audience. As a result of
machine learning with these features, it is found that combina-
tion of prosodic features of the presenter and the joint eye-gaze
features is effective for predicting speaker change, while eye-
gaze duration and backchannels preceding the speaker change
are useful for predicting the next speaker among the audience.
Index Terms: multi-party interaction, turn-taking, prosody,
eye-gaze

1. Introduction
Turn-taking in conversations is a natural behavior in our human
activities, but it is elaborate, especially in conversations with
unfamiliar people or in formal settings. Studies on turn-taking
have been conventionally focused on dyadic conversations be-
tween two persons. While there are a number of studies con-
ducting analysis on the turn-taking patterns [1, 2, 3, 4], some
studies investigated a prediction mechanism for a dialogue sys-
tem to take or yield turns based on machine learning [5, 6, 7, 8].
Some studies even attempt to evaluate the synchrony of dia-
logues [9, 10].

Recently, conversational analysis and modeling have been
extended to multi-party interactions such as meetings and free
conversations by more than two persons. Turn-taking in multi-
party interactions is more complicated than that in the dyadic
dialogue case, in which a long pause suggests yielding turns to
the (only one) partner. Predicting whom the turn is yielded to
or who will take the turn is significant for an intelligent con-
versational agent handling multiple partners [11, 12] as well
as an automated system to beamform microphones or zoom
in cameras on the speakers. Studies on computational model-
ing on turn-taking in multi-party interactions are very limited
so far. Laskowski et al. [13] presented a stochastic turn-taking
model based on N-gram for the ICSI meeting corpus. Jokinen
et al. [14] investigated the use of eye-gaze information for pre-
dicting turn-holding or giving in three-party conversations.

In this study, we deal with turn-taking behaviors in poster
sessions, which are commonly done in academic conventions
including InterSpeech conferences. Conversations in poster ses-
sions are different from those in meetings and free conversations

addressed in the previous works mentioned above, in that pre-
senters hold most of turns and thus the amount of utterances is
very unbalanced. However, the segments of audiences’ ques-
tions and comments are more informative and should not be
missed, and thus prediction of such events is important in on-
line applications such as automated recording control and a con-
versational agent. Therefore, the goal of this work is to pre-
dict turn-taking by the audience in poster conversations, and, if
that happens, which person in the audience will take the turn to
speak.

We approach this problem by combining multi-modal in-
formation sources. While most of the aforementioned previous
studies focused on prosodic features of the current speakers, it
is widely-known that eye-gaze information plays a significant
role in turn-taking [15], and the works by Jokinen [14] and by
Bohus [11] exploited that information in their modeling. The
existence of posters, however, requires different modeling in
poster conversations as the eye-gaze of the participants are fo-
cused on the posters in most of the time. This is true to other
kinds of interactions using some materials such as maps and
computers. We investigate several kinds of parameterization of
eye-gaze patterns including the poster object, and explore effec-
tive features related with turn-taking. Moreover, we investigate
the use of backchannel information such as nodding and verbal
reactions by the audience during the presenter’s utterances.

In this paper, we first describe the corpus of poster sessions
and its annotations in Section 2. Then, we present an analysis
on individual features of eye-gaze and backchannel information
in Section 3. Prediction results based on machine learning with
these features are presented in Section 4. Section 5 gives dis-
cussions and conclusions.

2. Multi-modal Corpus of Poster
Conversations

We have recorded a number of poster sessions designed for
multi-modal data collection [16]. In this study, we use four
poster sessions, in which the presenters and audiences are dif-
ferent from each other. They are all in Japanese. In each ses-
sion, one presenter (labeled as “A”) had prepared a poster on
his/her own academic research, and there was an audience of
two persons (labeled as “B” and “C”; “B” standing closer to
“A”), standing in front of the poster and listening to the presen-
tation. They were not familiar with the presenter and had not
heard the presentation before. The duration of each session was
20-30 minutes.

All speech data were segmented into IPUs (Inter-Pausal
Unit) with time and speaker labels, and transcribed according
to the guideline of the Corpus of Spontaneous Japanese (CSJ).
We also manually annotated fillers and verbal backchannels.



Table 1: Statistics of turn-taking by audience (occurrence fre-
quency)

#turn held by #turn taken by audience
presenter A B C total

session1 845 44 50 94
session2 419 37 12 49
session3 356 17 39 56
session4 422 35 42 77

total 2042 133 143 276

Figure 1: Statistics of eye-gaze and its relationship with turn-
taking (ratio)

The recording environment was equipped with multi-modal
sensing devices such as cameras and a motion capturing system
while every participant wore an eye-tracking recorder and an ac-
celerometer attached with a cap. Noddings are detected with the
accelerometer. Eye-gaze information is derived from the eye-
tracking recorder and the motion capturing system by matching
the gaze vector against the position of the other participants and
the poster.

The statistics on turn-taking are summarized in Table 1. In
majority of utterances (IPUs) of the presenter (A), the turn was
held by himself/herself. The ratio of turn-taking by the audience
(either B or C) is only 11.9%. In this work, therefore, predic-
tion of turn-taking is formulated as a detection problem rather
than a classification problem. The evaluation measure should
be recall and precision of turn-taking by the audience, not the
classification accuracy of turn-holding and yielding by the pre-
senter. This is consistent with the goal of the study described in
Section 1.

3. Analysis on Eye-Gaze and Backchannel
Features in Turn-Taking

First, we investigate statistics of eye-gaze and backchannel
events and their relationship with turn-taking by the audience.

3.1. Distribution of Eye-Gaze

We identify the object of the eye-gaze of all participants at the
end of the presenter’s utterances. The target object can be ei-
ther the poster or other participants. The statistics are shown in
Figure 1 in relation with the turn-taking events. It is observed
that the presenter was more likely to gaze at the person in the
audience right before yielding the turn to him/her. We can also
see that the person who takes the turn was more likely to gaze at

Table 2: Duration of eye-gaze and its relationship with turn-
taking (sec.)

turn held by turn taken by audience
presenter A B C

A gazed at B 0.220 0.589 0.299
A gazed at C 0.387 0.391 0.791
B gazed at A 0.161 0.205 0.078
C gazed at A 0.308 0.215 0.355

Table 3: Definition of joint eye-gaze events by presenter and
audience

who presenter
gazes at audience (I) poster (P)

audience presenter (i) Ii Pi
poster (p) Ip Pp

Table 4: Statistics of joint eye-gaze events by presenter and au-
dience in relation with turn-taking (occurrence frequency)

#turn held by #turn taken by audience total
presenter A (self) (other)

Ii 125 17 3 145
Ip 320 71 26 417
Pi 190 11 9 210
Pp 2974 147 145 3266

the presenter, but the ratio of the turn-yielding by the presenter
is not higher than the average over the entire data set.

We also measure the duration of the eye-gaze. It is mea-
sured within the segment of 2.5 seconds before the end of the
presenter’s utterances because the majority of the IPUs are less
than 2.5 seconds. It is listed in Table 2 in relation with the
turn-taking events. We can see the presenter gazed at the per-
son right before yielding the turn to him/her significantly longer
than other cases. However, there is no significant difference in
the duration of the eye-gaze by the audience according to the
turn-taking events.

3.2. Joint Eye-Gaze Events

Next, we define joint eye-gaze events by the presenter and the
audience as shown in Table 3. In this table, we use notation
of “audience”, but actually these events are defined for each
person in the audience. Thus, “Ii” means the mutual gaze by
the presenter and a particular person in the audience, and “Pp”
means the joint attention to the poster object.

Statistics of these events at the end of the presenter’s utter-
ances are summarized in Table 4. Here, the counts of the events
are summed over the two persons in the audience. They are
classified according to the turn-taking events, and turn-taking
by the audience is classified into two cases: the person involved
in the eye-gaze event actually took the turn (self), and the other
person took the turn (other). The mutual gaze (“Ii”) is expected
to be related with turn-taking, but its frequency is not so high.
The frequency of “Pi” is not high, either. The most potentially
useful event is “Ip”, in which the presenter gazes at the person
in the audience before giving the turn. This is consistent with
the observation in the previous subsection.



Figure 2: Statistics of backchannels and their relationship with
turn-taking (occurrence frequency)

3.3. Dynamics of Eye-Gaze

In the analysis of the previous subsections, gazing informa-
tion by the audience is not so clearly related with turn-taking.
We hypothesize that the audience might have sent a signal to
the presenter by gazing that he would like to take a turn, but
turn-taking actually happens when the presenter looks back to
him/her. In order to confirm this, we investigate the dynamic
patterns of the eye-gaze events by a window of 2.5 seconds over
10 seconds before the end of the presenter’s utterances. As a re-
sult, we observed a tendency that the frequency and duration of
“Ii” and “Ip” are increasing toward the end of the utterances,
while “Pi” appeared relatively longer in the segment of 5 sec-
onds before the end of the utterances. This suggests that “Pi”
is followed by “Ii” or “Ip”. Then, we count bigram of the joint
eye-gaze events, but the number of counts, except those with
“Pp”, are not large enough to derive any meaningful conclusion.

3.4. Backchannels

Verbal backchannels, typically “hai” in Japanese and “yeah” or
“okay” in English, indicate that the listener is understanding
what is being said. They also suggest the listener’s interest-
level [17, 18] and activate interaction. Nodding is regarded as a
non-verbal backchannel, and it is more frequently observed in
poster conversations than in simple spoken dialogues.

The occurrence frequencies of these events are counted
within the segment of 2.5 seconds before the end of the pre-
senter’s utterances. They are shown in Figure 2 according to
the joint eye-gaze events. It is observed that the person in the
audience who takes the turn (=turn-taker) made more backchan-
nels both in verbal and non-verbal manners, and the tendency is
more apparent in the particular eye-gaze events of “Ii” and “Ip”
which are closely related with the turn-taking events.

4. Prediction of Turn-Taking by Audience
Based on the analysis in the previous section, we parameterize
features for predicting turn-taking by the audience. The pre-
diction task is divided into two sub-tasks: detection of speaker
change and identification of the next speaker. In the first sub-
task, we predict whether the turn is yielded from the presenter to
(someone in) the audience, and if that happens, then we predict
who in the audience takes the turn in the second sub-task. Note
that these predictions are done at every end-point of the presen-

ter’s utterance (IPU) using the information prior to the speaker
change or the utterance by the new speaker.

Prediction experiments were conducted based on machine
learning using the data set described in Section 2 in a cross-
validation manner; one session is tested using the classifier
trained with the other three sessions, and this process is repeated
four times by changing the training and testing set.

4.1. Prediction of Speaker Change

For the first sub-task, prosodic features are adopted as a baseline
based on the previous works (e.g. [14, 8]). Specifically, we
compute F0 (mean, max, min, and range) and power (mean and
max) of the presenter’s utterance prior to the prediction point.
Each feature is normalized by the speaker by taking the z-score;
it is subtracted by the mean and then divided by the variance for
the corresponding speaker.

Backchannel features are defined by taking occurrence
counts prior to the prediction point for each type (verbal
backchannel and non-verbal nodding).

Eye-gaze features are defined as below:

1. Eye-gaze object

For the presenter, (P) poster or (I) audience;
For (anybody in) the audience, (p) poster, (i) presenter,
or (o) other person in the audience.

2. Joint eye-gaze event: “Ii”, “Ip”, “Pi”, “Pp”

These can happen simultaneously for multiple persons
in the audience, but we choose only one by the priority
order listed above.

3. Duration of the above 1. ((I) and (i))
A maximum is taken over persons in the audience.

4. Duration of the above 2. (except “Pp”)

Note that these parameters can be extended to any number of
the persons in the audience, although only two persons were
present in this data set.

We tried support vector machines (SVM) and logistic re-
gression (MaxEnt) model for machine learning, but they show
comparable performance. The result with SVM is listed in Ta-
ble 5. Here, we compute recall, precision and F-measure for
speaker change, or turn-taking by the audience. As mentioned
in Section 2, this case accounts for only 11.9% and its predic-
tion is a very challenging task, while we can easily get an accu-
racy of over 90% for prediction of turn-holding by the presenter.
We are particularly concerned on the recall of speaker change,
considering the nature of the task and application scenarios ad-
dressed in Section 1.

Among the individual features, as shown in Table 5, the
prosodic features obtain the best recall while the eye-gaze fea-
tures achieve the best precision and F-measure. In the table,
combination of all four kinds of the eye-gaze parameterization
listed above is adopted, however, using one of them is sufficient
and there is not a significant difference in performance among
them. Combination of the prosodic features and eye-gaze fea-
tures is effective in improving both recall and precision. On
the other hand, the backchannel features get the lowest perfor-
mance, and its combination with the other features is not effec-
tive, resulting in degradation of the performance.

4.2. Prediction of Next Speaker

Predicting the next speaker in a multi-party conversation (be-
fore he/she actually speaks) is also a challenging task, and has



Table 5: Prediction result of speaker change

feature recall precision F-measure
prosody 0.667 0.178 0.280

backchannel (BC) 0.459 0.113 0.179
eye-gaze (gaze) 0.461 0.216 0.290

prosody+BC 0.668 0.165 0.263
prosody+gaze 0.706 0.209 0.319

prosody+BC+gaze 0.678 0.189 0.294

Table 6: Prediction result of the next speaker

feature accuracy
1. eye-gaze object 53.8%
2. joint eye-gaze event 53.8%

1.+2. 55.8%
3. 1.+2. + duration 66.4%

BC backchannel 52.6%
combination of above all (3.+BC) 69.7%

not been addressed in the previous work [14]. For this sub-
task, the prosodic features of the current speaker are not usable
because it does not have information suggesting who the turn
will be yielded to. Therefore, we adopt the backchannel fea-
tures and eye-gaze features which are described in the previous
sub-section, but the features are computed for individual per-
sons in the audience, instead of taking the maximum or select-
ing among them.

In this experiment, SVM performs slightly better than lo-
gistic regression model, thus the accuracies obtained with SVM
are listed in Table 6. As there are only two persons in the audi-
ence, random selection would give an accuracy of 50%.

The simple eye-gaze features focused on the prediction
point (1. and 2.) obtains an accuracy slightly better than the
chance rate, but incorporating duration information (3.) signifi-
cantly improves the accuracy. In this experiment, the backchan-
nel features have some effect; as shown in Section 3.4, the per-
son who made more backchannels is more likely to take the
turn. By combining all features, the accuracy reaches almost
70%.

5. Conclusions
We have investigated para-linguistic and non-verbal patterns
observed prior to turn-taking events in multi-party interactions
in poster sessions, and conducted prediction experiments using
these features. For prediction of speaker change or turn-taking
by the audience, both prosodic features of the presenter and eye-
gaze features of all participants are useful. The most relevant
among the eye-gaze information is the presenter’s gazing at the
speaker to whom the turn is to be yielded. This is presumably
affected by the characteristics of the poster session in which the
presenter takes a major role in the conversation. For prediction
of the next speaker, on the other hand, backchannel information
by the audience is also useful as well as the eye-gaze informa-
tion.

Based on the findings, we plan to design a smart poster-
board which can control cameras and a microphone array to
record the sessions and annotate the audience’s reaction, which
is critically important in poster conversations [18]. These find-
ings will also be useful for an intelligent conversational agent
that makes an autonomous presentation.
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