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ABSTRACT
A job interview is a domain that takes advantage of an android ro-
bot’s human-like appearance and behaviors. In this work, our goal
is to implement a system in which an android plays the role of an
interviewer so that users may practice for a real job interview. Our
proposed system generates elaborate follow-up questions based on
responses from the interviewee. We conducted an interactive exper-
iment to compare the proposed system against a baseline system
that asked only fixed-form questions. We found that this system
was significantly better than the baseline system with respect to
the impression of the interview and the quality of the questions,
and that the presence of the android interviewer was enhanced by
the follow-up questions. We also found a similar result when using
a virtual agent interviewer, except that presence was not enhanced.
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1 INTRODUCTION
Android robots have the potential to serve in social roles that hu-
mans currently perform. Their realistic appearance and expressions
afford them a certain presence [6, 37] that may be lacking in dis-
embodied or virtual agents. If the android also executes its role
competently, then it may serve as an ideal interactive interface that
can provide additional value.

In this work, we focus on one potential role for an android, that
of a job interviewer. The android will ask questions to a job candi-
date (interviewee) and conduct the interview based on the answers
to these questions. The android can conduct many interviews with-
out fatigue, reduce bias due to factors such as gender, ethnicity, or
age, and reproduce the same mannerisms towards every candidate.
Additionally, an android can be used as a means to experience a job
interview, a number of times to reduce the well-studied phenome-
non of job interview anxiety [8, 11, 30, 33].

The use of artificial intelligence for job interviews has already
been implemented for commercial use, with companies such as
Hirevue1 creating models which measure the behaviors of the can-
didate during the interview and provide an automatic evaluation.
However, in such systems, there is no interviewer and a web cam-
era is used for behavioral measurement. Recently, Furhat Robotics
revealed their robot Tengai, which can conduct a structured job
interview2. Tengai is not a full-bodied android but a robotic head
with projected facial expressions. The motivation behind this robot
is to conduct unbiased interviews so candidates can be judged fairly,
so the questions are always the same.

On the other hand, we propose a robot that will be used by
candidates to help with job interviews. An android can be physically
situated in the same room and ask questions that are relevant to
the answers given by the candidate. It can replicate human-like
behaviors and speech which allow the user to immerse themselves
in a situation. We will exploit this feature of realistic androids to
simulate the experience of a real interview.

1https://www.hirevue.com/
2https://www.tengai-unbiased.com/
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Figure 1: Job interview dialogue with android ERICA

Another issue is that these automatic systems mostly use a fixed
set of questions during the interview. Since the objective is primar-
ily to measure the behavior of the candidate, there are few natural
language processing techniques used to generate follow-up ques-
tions related to the previous answer of the candidate [38, 39]. In
this paper, we propose a system that can achieve this goal using
the results of automatic speech recognition (ASR) and have the sys-
tem generate meaningful follow-up questions for the candidate to
further elaborate upon during the interview. In our system, follow-
up questions are generated based on two viewpoints: quality of
response and a keyword used in the response. It is expected that
asking these follow-up questions makes the job interview close to
a human-human job interview [29]. In this study, we implement a
job interview system in a fully autonomous android robot and con-
duct a dialogue experiment with university students (Figure 1) to
confirm the effectiveness of the follow-up questions.Our long-term
goal is to implement a practice job interview system that can be
used by candidates who wish to experience a job interview before
having to undergo the real thing with a human interviewer.

2 RELATEDWORK
Several commercial applications related to job interviews exist, such
as Hirevue. These are generally targeted at companies looking to
hire candidates by streamlining the interview process by measuring
candidates’ behaviors as they answer questions. The algorithms
used for these measurements are naturally not made public, so they
are difficult to compare against.

From a research perspective, there has been one large-scale
project which used a virtual agent job interviewer to support train-
ing and coaching related to job interviews [3–5, 10, 12], which was
followed by other related studies [2, 7, 14, 21, 31, 34, 36]. The sys-
tem used in the project measured verbal and non-verbal behaviors
of participants in a job interview to create and compare different
types of virtual interviewers and determine user perceptions of the
system for job interview training. It was reported in dialogue exper-
iments that taking job interview training with the agents improved
their interview skills more than self-learning such as reading text-
books and watching instruction videos [10, 27]. Some studies have
been conducted on automatic evaluation of job interviewees by
measuring their multi-modal behaviors including non-linguistic

ones [31, 34]. Another work also concluded that presence in a job
interview conducted in virtual reality was higher than in the real
world [41]. One other recent work used an android to assess non-
verbal behaviors during a job interview for users with autism [22],
but the robot was tele-operated and not fully automated as in our
work. In the research field of human-robot interaction, a small-sized
robot NAO was used to play the role of an interviewer [1, 9].

The job interview questions used in the above studies and com-
mercial applications are fixed before when the interviews has
started since speech recognition is not used to follow up on what
the subjects had said. Our system will use speech recognition as
the main tool for changing the behavior of the interviewer and
we will compare this against a fixed format of questions. Our pro-
posed system generates follow-up questions based on responses of
interviewees. A few studies have been made on follow-up question
generation and but each module was evaluated in an offline man-
ner [38, 39]. To our knowledge, a fully autonomous job interview
system generating follow-up questions has not been made and also
not been evaluated in an experiment with real users.

3 ANDROID ERICA
The android we use for this research is ERICA, who has been de-
veloped as an autonomous conversational robot [13, 17]. Her ap-
pearance is of a young Japanese woman. ERICA has a total of 46
motors in her face and body, which allows her to produce a variety
of facial expressions and gestures that express her emotional state.
ERICA’s voice is a text-to-speech system trained on a real voice
actress, which closely matches her physical appearance. She can
express natural-sounding backchannel and filler utterances, which
are commonly used in Japanese. Lip synchronization complements
the utterances [18]. Non-verbal behaviors such as blinking, breath-
ing, and nodding are also used by ERICA. She has been used for
several research purposes, including analysis of backchannels [25],
fillers [26, 32], and turn-taking [23, 24]. Currently, several social
roles are considered for her, such as attentive listening [15] and as
a lab guide [16, 20]. In this work, we extend her role to that of a job
interviewer.

4 JOB INTERVIEW SYSTEM
The structure of the interview should not be completely fixed be-
cause we want the subjects to believe that ERICA is listening to the
answers they provide and asking useful follow-up questions. This is
different from other systems where the questions are largely fixed,
no matter what answers are provided by the interviewee. To do
this, we first define a basic structure of the interview. A diagram of
the structure of the interview is shown in Figure 2. The flow of the
interview is based on a topic. Each topic starts from a base question
such as “What is the reason why you applied for this job?”. Within
each of the base questions, the system tries to generate follow-up
questions depending on the responses of candidates. Two different
types of follow-up question can be asked, which will be described
below. Note that we made the dialogue content independent of any
particular business or company, so questions from ERICA focus
on the motivation and experience of interviewees. Therefore, this
job interview system can be applied to interviewees of various
backgrounds without modifying the contents of questions.
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Figure 2: Dialogue flow of job interview system

Table 1: Checklist for each base question and statistics of annotation result in a human-human job interview dialogue corpus

Base question Check item #samples
(positive/total)

(C1-1) Why did the candidate choose this company 35 / 63
(C1-2) What the candidate can contribute to this company 20 / 63(B1) What is the reason for applying?
(C1-3) Suitability and strengths that can be used in the company 13 / 63

(B2) What are your strengths? (C2-1) Which strengths can be applied in this company 8 / 31
(C2-2) Particular examples or achievements (to confirm credibility) 15 / 31

(B3) What are your achievements? (C3-1) Particular examples or achievements 19 / 29

(B4) What are your skills? (C4-1) Which skills can be applied in this company 19 / 29
(C4-2) Particular examples or achievements 23 / 29

In this study, we design two kinds of follow-up questions. The
system first generates a follow-up question based on the quality of
the candidate’s response to the base question (section 4.1). Then,
the system tries to extract a keyword from the response to the
previous question in order to generate a keyword-based follow-up
question (section 4.2). We hypothesize that generating these follow-
up questions will make the candidates feel that the system listens
and considers the candidates’ responses. We will investigate the
effectiveness of these follow-up questions in the later experiment.

4.1 Follow-up questions based on quality of
responses

After a candidate responds to a base question, the system assesses
the quality of the response to generate a follow-up question. For the
assessment, we follow generic guidelines for job interviews, found
in interview training manuals, and then design a checklist of the
points of responses. The set of the checklist for each base question
is summarized in Table 1. For example, for the base question of
“reason for applying” (B1), we define 3 checklist items: (C1-1) Why
did the candidate choose this company, (C1-2) What the candidate
can contribute to this company, (C1-3) Suitability and strengths that
can be used in the company. A good response to this base question
will mention these items.

In order to realize an automatic assessment, we utilize a ma-
chine learning approach using dialogue data of human-human job
interviews. We collected the human-human dialogue data of 14
sessions where university students played the role of candidates
(interviewees) in mock job interviews. All the participants were

native Japanese speakers. In advance, we gave time for the candi-
dates to select the expected company they want to apply to and
prepare some responses against prospective questions. The inter-
viewer was ERICA who was controlled by a human operator. We
gave a list of base questions to the operator and instructed them to
select appropriate base questions from the list as well as sometimes
giving follow-up questions. The interview lasted about 9 minutes
on average.

With the collected dialogue data, we conducted a human annota-
tion of the above checklist against all the responses uttered by the
candidates. An annotator validated each response against a base
question and gave a binary result on each check point. After this
first annotation work, another annotator confirmed the annota-
tion result resolved disagreements. Some annotation examples are
given below. For example, the following response is annotated as
mentioning (C1-1) Why did the candidate choose this company.

The reason I want to work in your company is that
I sympathize with your company slogan. Your
company values the personality of each person
and its creativity to develop awide range of prod-
ucts from home appliances to building equip-
ment. This is the reason why I was attracted to this
company and I applied for this job.

The bold text indicates the statement marked by the annotator to
make the judgement of this annotation. The following is another
response annotated as mentioning (C4-1) Which skills can be applied
in this company.

... I have many Chinese qualifications ... If I was here,
we would be able to communicate with clients
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Table 2: Follow-up questions on the base question of reason for apply. The symbols (✓and ×) represent if the itemwasmentioned
or not mentioned in the preceding response.

Check items Follow-up question(C1-1) (C1-2) (C1-3)

× × × Well, I could not get any points from that response. Although there are some similar companies, why did
you choose ours? (ask (C1-1))

✓ × × Well, I could understand why you choose our company from your answer. However, which part of our
company do you think you can contribute to? (ask (C1-2))

× ✓ ×
Well, from your answer, I could understand which part of our company you think you can contribute
to. However, there are other companies where you can do a similar thing, so why did you choose our
company? (ask (C1-1))

× × ✓
Well, I understand your suitability for this company and strengths that can be utilized. However, there
are some other companies which are similar, so why did you choose our company? (ask (C1-1))

✓ ✓ × I see. I understand why you choose this company and also which part of our company you think you can
contribute to. Well, what are your own strengths that can be utilized in this company? (ask (C1-3))

✓ × ✓
I see. I understand why you choose this company and also your own strengths that can be utilized for
this company. Well, which part of our company do you think you can contribute to? (ask (C1-2))

× ✓ ✓
I see. I understand which part of our company you can contribute to and also your own strengths that
can be utilized. Well, why did you choose this company in this industry? (ask (C1-1))

✓ ✓ ✓

Thank you very much. I perfectly understand why you choose this company and which part of the
company you think you can contribute towards using your particular strengths. By the way, do you have
any future vision after you enter this company? (ask backup question)

Table 3: Classification result of each check item

Check item Accuracy Precision Recall F1-score
(C1-1) 0.730 0.725 0.829 0.773
(C1-2) 0.524 0.372 0.842 0.513
(C1-3) 0.857 0.714 0.667 0.690
(C2-1) 0.903 0.857 0.750 0.800
(C2-2) 0.548 0.533 0.533 0.533
(C3-1) 0.724 0.824 0.737 0.778
(C4-1) 0.828 0.850 0.895 0.872
(C4-2) 0.724 0.826 0.826 0.826

who are foreigners, especially Chinese people.
Then, wewould be able tomake a good program.
...

The statistics of the annotation result are reported in Table 1.
The numbers of samples are counted in the unit of a dialogue turn.
It was found that each checklist item was mentioned by around
40% to 60% of candidates. This suggests the validity and generality
of the checklist used in job interviews.

We trained a binary classification model with this training data.
The input feature is a bag-of-words vector of the response and
the output label is the binary result of the above annotation. The
training model was made for each checklist item independently.
Since the amount of training data is limited, we used a simple lin-
ear regression model with a 𝑙1-norm regularization. The trained
coefficients were also restricted to be a positive value so that we
can easily confirm the effective words for the classification. We

evaluated the trained model with 5-fold cross validation. The clas-
sification result is summarized in Table 3. On some checklist items,
the f-score was over 70%.

Finally, based on the binary classification results, the system
generates a follow-up question sentence. The question sentence re-
flects the classification results including both positive and negative
statements. Table 2 lists a set of follow-up questions on the first
base question ((B1) reason for apply). Note that we made the order
of priority among the check items. For example, in the case of the
first base question (B1), the checklist item (C1-1) has the highest
priority followed by (C1-2) and (C1-3). When the system classifies
that the candidate mentioned (C1-1) but not mentioned (C1-2) and
(C1-3), the system generates a follow-up question asking (C1-2) due
to its priority. Each question sentence was designed manually based
on the definition of the checklist. Using these questions, we aim
to make candidates feel that the system listens and understands
the responses of the candidates and to realize more effective train-
ing of job interviews. However, if the classification fails, it would
make candidates feel that the questions are redundant because the
follow-up questions have already been mentioned. Therefore, it is
important to correctly classify the above checklist items.

4.2 Follow-up questions based on keyword
extraction

The system also generates another type of follow-up question based
on the keyword extraction from the response to the previous follow-
up question. To realize automatic keyword extraction, we also used
the same dialogue data as the previous part. We conducted a hu-
man annotation of keywords that can be used as the basis for the
next question. We obtained 367 keywords from the interviewees’
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responses and trained a machine learning model. We used a neu-
ral network model that consists of one-layer bidirectional long
short-term memory (BLSTM) followed by a three-layer linear trans-
formation with an output layer. The unit sizes of BLSTM and linear
transformation are 256 and 128, respectively. The input feature
is a Japanese word2vec model (200 dimensions) that was trained
with web-based large text data 3. We also added the type of part of
speech (12 dimensions) and idf (inverse document frequency) value
calculated from Japanese Wikipedia (1 dimension). The output is
a posterior probability that the corresponding input word is the
keyword. If several words are regarded as keywords, we select the
one that has the highest output probability. Note that if several
continuous words are estimated as keywords at the same time, they
are acknowledged as a compound noun (e.g. machine learning) and
are regarded as one word. We evaluated the trained model by 4-fold
cross-validation. The word-level average f1-score was 52.7% where
precision was 63.1% and recall was 45.2%. For example, when an
interviewee said “I have work experience as a teacher of individual
lessons”, the keyword was extracted as “individual lessons”.

After extracting a keyword, the system fills the keyword in a
pre-defined template to generate a follow-up question. For exam-
ple, when an extracted keyword is autonomous robots, a follow-up
question would be “You mentioned autonomous robots, so could you
explain them in more detail?”. Since it is a critical issue if the system
extracts an incorrect keyword due to model accuracy or errors of
automatic speech recognition (ASR), we made a heuristic rule that
the keywords must be nouns. We also utilize the confidence score
of each word, calculated by the ASR system. If we could detect
a keyword, but its corresponding ASR confidence score is lower
than a threshold, we do not use the keyword for the generation of
follow-up questions. If any keyword is not detected, we skip this
step and proceed to the next base question.

4.3 Non-linguistic features
To increase the realism of ERICA, we also implement features which
are designed to make her act more human-like. These are unrelated
to response generation.

Turn-taking is an important feature of not only job interviews,
but all dialogues. A simple approach in a basic spoken dialogue
system is to wait until the user has been silent for a set period of
time before the system can take the turn. However, this requires
fine tuning and is usually inflexible. For a job interview system, it is
vital for the interviewer to ensure the user has finished their turn,
because early interruptions will be perceived as them not listening.
On the other hand, it is unnatural if the user has to wait for a long
time before getting a response from the system.

We implement a machine learning turn-taking model which
uses ASR as an input and supplementing this with an finite-state
turn-taking machine (FSTTM) as used in previous works [23, 35]
to determine how much silence from the user should elapse before
the turn switches to the system. This means that utterances with
a high probability of being end-of-turn are responded to quickly,
while the system will wait longer if the user says utterances such
as fillers or hesitations.

3https://github.com/hottolink/hottoSNS-w2v

To ensure that the system does not interrupt the user early, we
use a heuristic rule which sets a fixed silence time threshold at
4,000 ms during the first 50 words spoken by the user during their
turn. This means that at the start of the user’s turn the system will
not speak until 4,000 ms has elapsed. After the minimum number
of words has been recognized, we switch to the machine learning
model but set a minimum silence time threshold to 1,500 ms to
reduce the number of interruptions by ERICA. The system will
respond faster or slower according to the ASR result.

ERICA also performs non-verbal backchannels in the form of
head nods, in order to express some natural listening behavior.
The timing of these backchannels are not random, but determined
using a machine learning model [25]. Although the original model
was trained on verbal backchannels, we replaced these expressions
with non-verbal nods so that the listening behavior is slightly more
professional.

5 EXPERIMENT I: EFFECTIVENESS OF
FOLLOW-UP QUESTION

We conducted a dialogue experiment in order to confirm the effec-
tiveness of the follow-up questions with android ERICA.

5.1 Condition
The proposed system with follow-up question generation was com-
pared to a baseline system that did not generate any follow-up
questions, only base questions. To make a fair comparison for the
length of the interview, we made an additional four base questions
only for the baseline system, which resulted in 8 base questions
in total. This baseline system is designed as a similar system to
existing job interview systems such as Hirevue and Tengai which
use fixed questions. The baseline system does not take the risk of
asking inadequate or unnatural questions due to the fixed question
sentences.

We used a 16-channel microphone array for automatic speech
recognition so that the interviewee can speak without holding a
microphone (hands-free). At first, we estimate the sound source
direction based on the multi-channel speech signals, and used a
Kinect v2 sensor to track the subject’s position. By comparing
the estimated sound source direction with the subject’s position,
voice activity was detected [19]. The speech signal is enhanced
based on the sound source direction and fed to automatic speech
recognition that was implemented by an acoustic-to-word end-to-
end model [40].

We recruited 22 university students (8 females and 14 males) as
subjects. Each subject talked with and evaluated both follow-up
question conditions (the proposed and baseline systems) imple-
mented in ERICA, therefore using a within-subjects design. The
order of the conditions was randomized for each subject. The ex-
periment was approved by the university’s ethics committee.

Before the experiment, each subject prepared for the job inter-
view.We asked them to choose a company (or type of industry) they
were going to apply for jobs, and also to consider their answers to
potential interview questions. Each subject took a job interview
with one of the follow-up question conditions, then evaluated the
first system using a 7-point Likert scale questionnaire (individual
evaluation). Questionnaire items are listed in Table 4 and divided
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Table 4: Average scores (standard deviations) and the result of paired 𝑡-test (𝑛=22) for dialogue with ERICA (android robot). FQ
represents follow-up question.

Item w FQ w/o FQ
𝑝-value(proposed) (baseline)

(Impression on job interview itself)
Q1 I was nervous during the interview 5.3 (1.39) 4.2 (1.82) .008 **
Q2 I took this interview seriously 6.4 (1.07) 6.3 (1.02) .352
Q3 The interview was boring 2.3 (1.46) 3.5 (1.64) .011 *
Q4 Thanks to the interview, I was able to notice my weak points 5.0 (1.61) 3.7 (1.86) <.001 **
Q5 The interview was close to the real thing 4.6 (1.64) 3.2 (1.82) <.001 **
Q6 The interview was good practice for the real thing 5.6 (1.19) 4.7 (1.66) .005 **
Q7 Thanks to this interview, I have confidence for a real job interview 3.6 (1.61) 3.2 (1.56) .129
Q8 The interview was real as human-human job interview dialogue 3.9 (1.59) 3.0 (1.49) .001 **
Q9 I felt that the interviewer was listening attentively 5.0 (1.48) 3.1 (1.14) <.001 **
(Quality of question)
Q10 The interviewer understood my answers 4.6 (1.55) 3.0 (1.36) .001 **
Q11 I felt the questions were suitable and well considered for me 4.7 (1.35) 3.0 (1.52) <.001 **
Q12 Thanks to the questions, I was able to notice that my responses were insufficient and inadequate 5.0 (1.64) 3.0 (1.87) <.001 **
Q13 I felt flustered when answering the questions 5.6 (1.67) 4.2 (1.82) <.001 **
Q14 I felt the interviewer was able to pick out my weak points 4.3 (1.71) 2.6 (1.15) .005 **
Q15 I think the questions were actually generated by a hidden person 3.7 (1.91) 2.7 (1.51) .005 **
(Presence of interviewer)
Q16 I felt the presence of the interviewer 5.2 (1.47) 4.4 (1.40) .026 *
Q17 I consciously considered my facial expression and posture in the interview 5.1 (1.53) 5.0 (1.83) .385
Q18 I consciously looked at the interviewer in the interview 5.1 (1.65) 5.0 (1.87) .451
Q19 I felt I was seen by the interviewer 4.7 (1.82) 4.0 (1.82) .007 **

(* 𝑝 < .05, ** 𝑝 < .01)

Table 5: The numbers of time selected by subjects in comparative evaluation and the result of the binomial test (𝑛=22) for
dialogue with ERICA (android robot). FQ represents follow-up question.

Item w FQ w/o FQ
𝑝-value(proposed) (baseline)

CQ1 Which system did offer better practice for job interviews? 19 3 .001 **
CQ2 Which system did better understand your answers? 20 2 <.001 **
CQ3 Which system did generate more appropriate questions? 14 8 .286
CQ4 Which system do you want to use again? 17 5 .017 *

(* 𝑝 < .05, ** 𝑝 < .01)

into three categories: impression on job interview itself, quality of
question, and presence of interview. It is expected that the presence
of the interviewer is further enhanced by the combination of the
appearance of android and the follow-up questions. After the first
dialogue, the same experiment and evaluation was conducted with
the other condition. Finally, we asked the subject to compare and
evaluate both conditions. The subject directly selected the condition
that best answered the questions listed in Table 5.

5.2 Result
The result of the individual evaluation is reported in Table 4. We
also conducted a paired 𝑡-test on each question, and significant
differences were observed in many questions. For the first category
(Impression of job interview itself, there were significant differences
in Q1 (I was nervous during the interview), Q5 (The interview was

close to the real thing), and Q8 (The interview was real as human-
human job interview dialogue), which suggests that generation of
follow-up questions leads to a more realistic job interview. As a re-
sult, the quality of job interview practice was enhanced, which was
measured by Q4 (Thanks to the interview, I was able to notice my
weak points) and Q6 (The interview was good practice for the real
thing). For the second category (Quality of questions), significant
differences were observed in all the questions, which means that
the proposed system could generate effective follow-up questions
without dialogue breakdown. For the third category (Presence of
interviewer), significant differences were observed in Q16 (I felt the
presence of the interviewer) and Q19 (I felt I was seen by the inter-
viewer). Therefore, generation of follow-up questions contributed
to increasing the presence of the job interview robot. There is room
for improvement in the evaluation scores themselves, particularly
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Table 6: The numbers of samples selected by human major-
ity voting in comparison between the proposed follow-up
question generation based on quality of responses and ran-
dom choice

Topic Proposed Random
Reason for apply 12 3
Strengths 11 4
Achievements 10 5
Skills 9 6

Total 42 18

for questions related to the similarity of a human-human job in-
terview (Q8 and Q15) and the gaining of self-confidence of the
interviewee (Q7).

The result of the comparative evaluation among the follow-up
question conditions is reported in Table 5. For all questions, most
subjects preferred the job interview system with the generated
follow-up questions. We also conducted a binomial test on each
question and found significant difference in all except CQ3.

5.3 Comparison with random choice
Since the baseline system asked only base questions, on follow-up
question based on quality of response, it can be also considered that
the proposed system is compared with random choice from the set
of follow-up questions such as Table 2. Therefore, we conducted
another experimentwhere other people evaluate the follow-up ques-
tions generated in the previous dialogue experiment in an offline
manner. We collected other 5 university students (2 females and 3
males) who did not attend the dialogue experiment and who have
experience as job interviewees. At first, each evaluator watched a
dialogue video consisting of each base question and the following
subject’s response. We then showed two candidates of follow-up
questions: one is actually used in the experiment and one is ran-
domly chosen from the list. Each evaluator finally selected a more
appropriate one based on a criterion if the system understands the
response and if the follow-up question is effective to elicit mean-
ingful information from the interviewee. If the randomly select
question is the same as the question used in the dialogue experi-
ment, we again randomly selected it until they are different. We
also randomly selected and used 60 pairs of a base question and its
response where each topic has 15 pairs. Note that we evaluate only
follow-up questions based on quality of responses, do not evaluate
follow-up based on keyword extraction in this manner.

Table 6 reports the numbers of samples selected as more appro-
priate by majority voting among the five evaluators. In all the topics,
the follow-up questions generated by the proposed system were
more selected than those by random choice. We also conducted a
binomial test on the total number of the majority voting (42 vs. 18)
and found a significant difference among them (𝑝 = 0.001). This
result also supports the effectiveness of the proposed follow-up
question generation.

Virtual agent
(MMDAgent)

Android robot
(ERICA)

Figure 3: Difference on appearance of job interviewer (an-
droid robot vs. virtual agent)

6 EXPERIMENT II: EFFECTIVENESS IN
VIRTUAL AGENT

We further investigated the effectiveness of the follow-up questions
in dialogue with virtual agents as this is a more practical interface
than android robots.

6.1 Condition
The virtual agent we use in this experiment is MMDAgent, which is
a commonly used open-source agent toolkit [28]. The appearance
of the agent compared with ERICA is shown in Figure 3. We use
ERICA’s text-to-speech and gesture generation system with the
agent to replicate ERICA’s corresponding behavior and speech
as much as possible. The agent also used the same turn-taking
and backchannel models as ERICA. The agent is displayed on a
large screen in front of the subject. We additionally collected other
21 university students (6 females and 15 males) as subjects, and
conducted the same experiment as explained in the previous section.

6.2 Result
The result of the individual evaluation is reported in Table 7. We
also conducted a paired 𝑡-test on each question, and significant
differences were observed in many questions, similar to the case of
ERICA. However, no significant differences were observed in the
third category (Presence of interviewer), meaning the presence of
job interviewer was not affected by the follow-up questions in the
virtual agent. Besides, increasing frustration by follow-up questions
(Q13) was mitigated in dialogue with the virtual agent. This result
can be interpreted as an advantage of making the job interview
more relaxing and also make the user calm. On the other hand,
this can be also interpreted as a disadvantage of making the job
interview without tension and also not close to real job interviews.

The result of the comparative evaluation is reported in Table 8.
Similar to the result in dialoguewith ERICA,most subjects preferred
the job interview with follow-up questions than those without. We
also conducted a binomial test on each question and found that the
differences were significant except for the third question (CQ3).

6.3 Comparison between android robot and
virtual agent conditions

We also conducted a two-way mixed ANOVA for two factors: robot
vs. virtual agent, and with and without follow-up questions, using
the results on the individual evaluations (Table 4 and Table 7). We
found cross interaction on Q5 (The interview was close to the real
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Table 7: Average scores (standard deviations) and the result of paired 𝑡-test (𝑛=21) for dialogue with MMD agent (virtual agent).
FQ represents follow-up question.

Item w FQ w/o FQ
𝑝-value(proposed) (baseline)

(Impression on job interview itself)
Q1 I was nervous during the interview 5.0 (1.46) 4.3 (1.64) .022 *
Q2 I took this interview seriously 5.8 (1.22) 5.8 (1.33) .500
Q3 The interview was boring 2.5 (1.22) 3.2 (1.50) .009 **
Q4 Thanks to the interview, I was able to notice my weak points 5.3 (1.39) 4.1 (1.78) .007 **
Q5 The interview was close to the real thing 4.1 (1.64) 3.7 (1.67) .086 +
Q6 The interview was good practice for the real thing 5.3 (1.46) 4.2 (1.66) .001 **
Q7 Thanks to this interview, I have confidence for a real job interview 3.7 (1.32) 3.1 (1.19) .010 *
Q8 The interview was real as human-human job interview dialogue 3.9 (1.52) 2.9 (1.41) .001 **
Q9 I felt that the interviewer was listening attentively 5.2 (1.50) 3.0 (1.65) <.001 **
(Quality of question)
Q10 The interviewer understood my answers 3.8 (1.37) 2.8 (1.53) .009 **
Q11 I felt the questions were suitable and well considered for me 4.5 (1.40) 3.4 (1.59) .002 **
Q12 Thanks to the questions, I was able to notice that my responses were insufficient and inadequate 5.3 (1.25) 3.2 (1.68) <.001 **
Q13 I felt flustered when answering the questions 5.1 (1.72) 4.7 (1.32) .112
Q14 I felt the interviewer was able to pick out my weak points 4.5 (1.33) 2.8 (1.44) <.001 **
Q15 I think the questions were actually generated by a hidden person 3.5 (1.62) 2.0 (1.17) .001 **
(Presence of interviewer)
Q16 I felt the presence of the interviewer 4.0 (1.85) 3.7 (1.67) .123
Q17 I consciously considered my facial expression and posture in the interview 4.4 (1.50) 4.5 (1.56) .377
Q18 I consciously looked at the interviewer in the interview 4.8 (1.47) 5.0 (1.53) .295
Q19 I felt I was seen by the interviewer 4.1 (1.83) 4.1 (1.78) .500

(+ 𝑝 < .1, * 𝑝 < .05, ** 𝑝 < .01)

Table 8: The numbers of time selected by subjects in comparative evaluation and the result of the binomial test (𝑛=21) for
dialogue with MMD agent (virtual agent). FQ represents follow-up question.

Item w FQ w/o FQ
𝑝-value(proposed) (baseline)

CQ1 Which system did offer better practice for job interviews? 18 3 .002 **
CQ2 Which system did better understand your answers? 19 2 <.001 **
CQ3 Which system did generate more appropriate questions? 15 6 .078 +
CQ4 Which system do you want to use again? 16 5 .027 *

(+ 𝑝 < .1, * 𝑝 < .05, ** 𝑝 < .01)

thing) and Q13 ( I felt flustered when answering the questions). We
propose that these two effects were enhanced by the combination
of the android robot and follow-up question generation. We also
observed a main effect on the follow-up question condition onmany
items (Q1, Q3-16), and found another main effect on the appearance
of the interviewer (android robot vs. virtual agent) on Q16 (I felt
the presence of the interviewer).

7 CONCLUSION
In this paper, we proposed using an android as a job interviewer
in order for people to practice in a realistic environment. At the
same time, we developed a system to generate follow-up ques-
tions during the interview. The follow-up questions were made by
two approaches: based on quality of responses and based on key-
word extraction. We conducted the dialogue experiment in order

to compare our follow-up question generation system to a fixed
format baseline system. The result suggested that the follow-up
question generation system significantly improved the interview.
Besides, the presence of the android interviewer was enhanced by
the follow-up questions. We further investigated the effectiveness
of the follow-up questions in dialogue with the virtual agent. As a
result, we observed the similar result in dialogue with the android
robot, except that the presence of the interviewer was not enhanced
by the follow-up questions. In future work, we will consider more
adaptive actions of the job interviewer such as post-interview feed-
backs to enhance the effectiveness of job interview practice.
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