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Abstract

This paper addresses effective pretraining of automatic speech
recognition (ASR) and gender recognition to improve wav2vec
2.0 embedding for speech emotion recognition (SER). Specit-
ically, we propose a two-stage finetuning method, which first
pretrains the self-supervised learning (SSL) model with ASR to
learn the linguistic information and address the gradient con-
flict problem of conventional multi-task learning. Experimen-
tal results on the IEMOCAP dataset show that ASR pretraining
can significantly outperform the simple MTL with ASR, and
thus demonstrate the effectiveness of the two-stage finetuning
method. We also investigate how to combine gender recogni-
tion with ASR pretraining to derive more effective embedding
for SER. As the upper layers of the SSL model are focused on
ASR, incorporating skip-connection can effectively embed the
gender information. Compared with the single-task learning
baseline, our method achieves a UA of 76.10% with an abso-
lute improvement of 3.97%.

Index Terms: speech emotion recognition, human-computer
interaction, wav2vec 2.0, multi-task learning

1. Introduction

Understanding the emotional state from speech is crucial for
conversational robots and intelligent devices to generate em-
pathetic responses to the user [1]. Therefore, speech emotion
recognition (SER) has become an active research area to pro-
mote the development of natural and friendly HCI. Traditional
SER systems used hand-crafted features, designed by experts
on acoustic and speech signal processing, as the input of statis-
tical machine learning models such as support vector machines
[2, 3]. With the development of deep learning, researchers
attempt to learn emotional representations from speech using
deep neural networks such as convolutional neural network
(CNN) [4, 5] and long short-term memory network (LSTM)
[6, 7].

Although deep neural networks can provide promising per-
formance in speech signal processing, data sparsity limits the
performance of the supervised SER models [8, 9]. Since col-
lecting emotional speech with human-annotated labels is time-
consuming, the existing public emotional datasets are insuf-
ficient to train a robust supervised learning model. One po-
tential solution for this problem is pretraining a model with
self-supervised learning (SSL) using a large amount of unla-
beled speech data and finetuning with the contextual and acous-
tic information for SER. In recent years, SSL models like
wav2vec 2.0 [10] have been widely used for many speech pro-
cessing tasks [11, 12]. This model is first pretrained by unla-
beled speech data, and then finetuned by the target datasets for
many downstream tasks, such as low-resource automatic speech

recognition (ASR) [13] and speech translation [14]. Compared
with conventional supervised learning models, it can achieve
promising performance with only a small amount of the target
data. Prior works have incorporated SSL models to extract a ro-
bust feature representation for SER [15, 16, 17]. In [16], Pepino
et al. proposed a transfer learning method and used the SSL
embedding using a simple network for SER. They compared
it with traditional CNN and LSTM for SER, and showed that
the pretrained model can significantly improve the recognition
performance on two emotional speech datasets.

Human emotion expressions are closely related to linguis-
tic and acoustic information in speech [18]. As the size and the
shape of the vocal tract is much different between male and fe-
male [19], including gender identification and speaker-related
tasks can enhance the feature extraction process for SER. In
[20], Li et al. investigated the effect of gender information on
SER and showed that learning gender information can largely
improve the performance of SER. More recently, Sharma et
al. incorporated gender, language, and energy-related infor-
mation using the multi-task learning (MTL) method to achieve
rich transcription and improve the performance of SER on 25
datasets [21].

Moreover, it is widely known that using the linguistic in-
formation can benefit SER systems [18]. However, ASR of
emotional speech is difficult compared with reading speech.
Therefore, instead of using the output transcription, Feng et al.
[22] proposed an end-to-end model using the hidden output of
the ASR model, and Li et al. [23] proposed hierarchical co-
attention to fuse the hidden output of wav2vec 2.0 for SER.
Their experimental results demonstrate that combining the la-
tent representation of ASR model can largely improve the per-
formance of supervised learning-based SER model. Since the
SSL models can effectively learn both the contextual informa-
tion and emotional information from speech, Cai et al. [24] de-
signed MTL of ASR and SER based on the wav2vec 2.0 model.
They showed that joint training with ASR based on the SSL
model led to better performance for SER.

Conventionally, researchers used MTL to include auxiliary
tasks to promote the feature extraction of the main task, e.g.
ASR for SER. However, their training objectives are much dif-
ferent, and thus the gradients of the different tasks often conflict
if they point away from one another, i.e., have a negative co-
sine similarity [25]. Moreover, the optimization of ASR is more
complicated, and the network tends to be focused on the ASR in
MTL models. To address this problem, in this paper, we intro-
duce a novel two-stage finetuning method for SSL-based SER.
We first train the SSL model with auxiliary tasks including ASR
and then finetune it for SER in the second stage to avoid the con-
flicting gradient problem. Furthermore, we also investigate the
effective combination of gender recognition. Comparative ex-
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Figure 1: Network structure of wav2vec 2.0-based models. In two-stage finetuning methods, we finetune all the Transformer layers in

stage 1 and n Transformer layers (pink part) in stage 2.

periments of this two-stage finetuning and MTL are conducted
to demonstrate the effectiveness of our proposed approach.

2. Proposed Methods

Wav2vec 2.0 is a self-supervised representation learning frame-
work consisting of 1) convolutional layers to extract a deep rep-
resentation from raw audio, and 2) Transformer layers to learn
the contextual information from the output of the CNN layers.
This model is pretrained by a large amount of unlabeled data,
then we can finetune it using the target data, and the output of
the last Transformer layer can be used for SER. The proposed
methods in this study are described in this Section.

2.1. MTL and adversarial learning for SER

As described in Section 1, linguistic and other attribute informa-
tion can benefit emotional feature extraction. In this work, we
incorporate ASR, gender, and emotional expression style (spon-
taneous vs. acted) as the auxiliary task in the MTL model. The
overall loss function L of using all three auxiliary tasks can be
defined as:

(1-a)
3

where Lemotion, Lasr, Lgender, Lstyie are the loss functions
of emotion, ASR, gender, and style recognition tasks, and « is
a weight parameter.

In this work, we also try adversarial learning and compare it
with MTL. Instead of learning the corresponding information of
the subtask, the adversarial learning model introduces a gradient
reversal layer (GRL) to multiply a certain negative constant by
the gradient of the subtask classification:

L= 'VLemotion + (1 - V)G(Lgende'r'/style) (2)

Here we use G to represent the GRL. This adversarial learning
is applied to gender and style in this study. The MTL and adver-
sarial learning applied to wav2vec 2.0-based SER is illustrated
in Figure 1 (a).

L= aLemotion + (LASR + Lgender + Lstyle) (1)

2.2. Two-stage finetuning of wav2vec 2.0

MTL has been widely used for many related tasks including
SER with ASR. However, the training objective and complexity
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of these tasks are much different. As a result, the gradient of
different subtasks can conflict with each other, which may in-
fluence the recognition performance of the main task. Thus, we
propose two-stage finetuning of the wav2vec 2.0 model. ASR
and other auxiliary tasks are pretrained in the first stage of the
proposed method so that the model can take advantage of the
emotional-related information and address the gradient conflict
problem. For the SSL model which is pretrained by unlabeled
audio data, it is possible to finetune progressively with a differ-
ent objective in each finetuning stage before the target task.

The architecture of the two-stage finetuning is shown in
Figure 1 (b). In the first stage, we finetune the pretrained
wav2vec 2.0 model to embed the linguistic and gender infor-
mation. Note that we finetune all Transformer layers in the first
stage to enhance the performance of the ASR task. Specifi-
cally, we feed the output of the last Transformer layer to a fully-
connected layer (FC layer) with connectionist temporal classifi-
cation (CTC) for ASR and cross entropy (CE) loss function for
gender classification. The purpose of the first finetuning stage
is to embed the attribute information to the wav2vec 2.0 model,
and thus the SER task is not included in this stage. In the sec-
ond stage, the pretrained model after the first finetuning stage
is trained for SER. We freeze the parameter of the CNN feature
encoder and the early m layers of the Transformer (yellow part
in Figure 1) and finetune the top n Transformer layers. By this
freezing of the early layers, the emotion recognition task can
benefit from the information learned in the first stage.

2.3. Skip-connection for gender recognition

When we finetune ASR and gender recognition jointly using a
SSL model, it is expected that the higher layers of the Trans-
former are focused on the linguistic information while gender
information is learned with low-level features. Therefore, we
incorporate a skip-connection to directly use the feature encod-
ing of the gender information of early m Transformer layers, as
shown in Figure 1 (c). In the first finetuning stage, we concate-
nate the output of m.j, and the last Transformer layer to enhance
the feature encoding of gender recognition. Then in the second
stage, we freeze the lower m Transformer layers, to keep the
gender information learned in the first stage, and train the top n
layers of the Transformer for the SER task. For the two-stage



finetuning methods (Figure 1 (b) and (c)), we also compare the
performance of single-task learning (STL) and MTL with gen-
der recognition (denoted as dotted lines in Figure 1) in the sec-
ond stage.

3. Experimental Setup
3.1. Database

In this study, we use the Interactive Emotional Dyadic Mo-
tion Capture (IEMOCAP) dataset [26] to evaluate the proposed
methods. This dataset contains emotional data of approximately
12 hours. Ten American English speakers were engaged in
recording five speaker-independent dyadic sessions, and each
session is performed by two speakers (one male and one female)
with either a series of scripts or improvisational scenarios. For
each speech utterance, three annotators assigned the emotional
categorical labels. We adopt the common practice of merging
“happy” and “excited” into one emotion class titled “happy” [8],
resulting in 5,531 utterances with four emotion classes: happy
(1,636), sad (1,084), angry (1,103), and neutral (1,708).

3.2. Implementations

We implemented the proposed model using PyTorch and the
Huggingface Transformers repository [27]. Following previous
studies [16, 23, 28, 29, 30, 31], we choose the wav2vec-2.0-
base model, which was pretrained with LibriSpeech of 960h
[32] without transcriptions. This model consists of a CNN fea-
ture extractor to map the raw audio to a latent representation
and 12 layers of Transformer to learn the contextual informa-
tion. For arbitrary length input of the SSL model, we pad all
the sentences of each batch. During training, we froze the CNN
feature extractor and finetuned the Transformer layers for 100
epochs. For the output of the last Transformer layer, we use
mean pooling to reduce the dimension of the feature, and one
FC layer with dropout is used for SER. The learning rate was
10e-5, and the mini-batch size was 16. In experiments with
MTL and adversarial learning, the weight parameters of aux-
iliary tasks o and «y are 0.1. We use the unweighted accuracy
(UA) and unweighted accuracy (WA) for the emotion classifica-
tion task and the word error rate (WER) for ASR as the evalua-
tion measure, respectively. In this work, we follow the common
practice [8, 23] and report the performance of 5-fold speaker-
independent cross-validation on the IEMOCAP dataset.

4. Experimental Results and Analysis
4.1. Finetuning wav2vec 2.0 for SER

We first evaluate the performance of wav2vec 2.0 in SER by
comparing it with the conventional CNN-LSTM model [33, 34].
A previous study on wav2vec 2.0 [35] shows that partially fine-
tuned SSL model (trained only Transformer layers and frozen
CNN feature encoder) can generate comparable performance to
the case finetuning all layers. To extend this research, we also
make a preliminary study of finetuning different numbers of the
Transformer layers for SER.

As shown in Table 1, the wav2vec 2.0 model significantly
outperforms the supervised CNN-LSTM method by absolute
6.09% and 4.57% on UA and WA, even without finetuning.
Moreover, finetuning eight Transformer layers of wav2vec-2.0-
base can achieve a comparable result to the case finetuning all
layers. Therefore, in the following experiments, we set m to 4
and n to 8.
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Table 1: Comparison of CNN-RNN and pretrained SSL model
using single-stage finetuning. Num. layer denotes the number
of finetuned Transformer layers. When Num. layer is 0, the
wav2vec 2.0 model is not finetuned, and only the FC layer are
trained for SER.

Model Num. layer  UA WA
CNN-LSTM - 5547 5581
0 6188 60.24

2 6394 62.70

4 7051 6938

Wav2vec 2.0 6 7024 68.69
8§ 7230 7152

10 7205 71.19

12 7213  71.55

Table 2: Comparsion of MTL and adversarial learning using
single-stage finetuning.

Method Task UA WA
STL SER 72.13  71.55
SER+ASR 73.15 72770
SER-+gender 7294 7247
SER+style 72.67 72.29
MTL SER+gender+style 72.39 7133
SER+ASR+gender 74.16  73.85
SER+ASR-+style 73.55 72.84
SER+ASR+gender+style  73.56  73.08
Adversarial SER-+gender 7275 T71.94
learning SER+style 7233 71.28

4.2. Comparing MTL and adversarial learning in single-
stage finetuning

Then, we conduct MTL for ASR, gender, and style recogni-
tion. Furthermore, we also compare the adversarial learning to
explore whether eliminating the gender and style information
can benefit SER. In this Section, we apply single-stage finetun-
ing to all experiments. As shown in Table 2, compared with
the STL baseline, incorporating ASR with SER using MTL im-
proved the performance of SER. This result confirms that learn-
ing contextual information can benefit the SSL model in learn-
ing emotional information [24, 23]. Using the adversarial learn-
ing method achieved a similar UA but slightly degraded WA to
the baseline STL model. Taking advantage of gender and style
information by MTL can help the model to learn more discrim-
inative features and enhance the SER task. In the single-stage
finetuning methods, combining ASR and gender recognition
can provide the best performance with a UA of 74.16%. These
results demonstrate that learning both contextual and gender in-
formation together can benefit SER. However, we conclude that
style and gender information shows no synergy in the SER task
since jointly training the style and gender recognition leads to
decreased performance compared with using only the gender
recognition.



Table 3: Results of two-stage finetuning methods.
UA _gender or WER of the first stage.

When the subtask is only used in the first finetuning stage, we denote * to indicate the

Task

Model It stage 2nd stage UA WA  UA_gender = WER
ASR SER 74.29  73.96 - 23.73*

ASR Pretraining ASR SER+ASR  74.61 73.55 - 23.36
ASR SER+gender 75.15 74.13 98.28 23.73*

Gender Pretraining Gender SER 64.30 61.74 97.54* -

ASR-+gender SER 74.54  73.17 97.13* 23.94*

ASR & Gender Pretraining ASR+gender  SER+ASR 7429  73.05 97.13* 22.52
ASR+gender SER+gender 74.31  72.80 97.28 23.94*
ASR-+gender SER 76.10  74.94 98.57* 22.80"

ASR & Gender (skip-connected) Pretraining ASR-+gender SER+ASR 76.06 75.01 98.57* 22.19
ASR+gender SER+gender 76.02  75.17 98.92 22.80"

Table 4: Comparasion with previous works using wav2vec 2.0
embedding in the same setting.

Approaches Year UA WA
Pepino et al. [16] 2021 67.20 -
Xia et al [28] 2021 6690 65.40
Keesing et al. [29] 2021  65.60 -
Zou et al. [30] 2022  69.80 71.05
Li et al.[23] 2022 - 63.40
Yue et al. [31] 2022  70.82 -
Ours 2023  76.10 74.94

4.3. Results of two-stage finetuning methods

Based on the results in the previous subsection, we use ASR
and gender recognition for the proposed methods.

From Table 3, pretraining the model with ASR in the first
stage consistently outperforms the single-stage finetuning re-
sults reported in Table 2. Among them, the best performance
is achieved using ASR in the first stage, and SER and gen-
der in the second stage. Compared with the single-stage MTL
with the same auxiliary tasks, learning the contextual informa-
tion and emotional information in different finetuning stages
can effectively address the gradient conflict problem of MTL
and achieved a 1.14% improvement in UA. However, learn-
ing only gender information in the first stage results in poor
SER performance (64.30% on UA and 61.74% on WA, which
is lower than the STL baseline of 72.13% and 71.55% on UA
and WA, respectively). This indicates that ASR pretraining is
crucial for SER in two-stage finetuning. Furthermore, although
gender recognition was effective in Table 2, directly combining
ASR with gender recognition in the first stage does not improve
the SER performance. We hypothesize that since the training
loss of the gender recognition task converges much easier than
ASR, when it is jointly trained with ASR, the higher layers of
the Transformer are mainly focused on ASR. Thus, pretrain-
ing of ASR and gender in the first finetuning stage does not
have synergy and benefit SER. Therefore, we introduced a skip-
connection for gender recognition so that the learned informa-
tion in the early Transformer layers can benefit SER.
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We report the results of using the skip-connection for gen-
der recognition in the last rows of Table 3. Compared with the
standard pretraining of ASR and gender, it achieved an absolute
improvement of 1.56% and 1.77% on UA and WA, respectively.
This result supports the effect of the skip-connection for gender
recognition to be combined with ASR pretraining. It is also
confirmed in Table 3 that finetuning ASR or gender recognition
in the second stage does not help SER, but it results in the best
performance in ASR and gender recognition.

4.4. Comparasion with previous studies

Finally, we compare the performance of the proposed method
with the results reported in other recent studies using the same
SSL model and the same setting. The compared publications
and years are also provided in Table 4.

The proposed two-stage finetuning method outperforms
other recent studies by more than 5.28% and 3.89% on UA and
WA, respectively. This confirms that incorporating ASR and
gender pretraining in the two-stage finetuning can enhance SER
based on the SSL model.

5. Conclusion and Future Work

In this work, we first confirmed that learning the linguistic, gen-
der, and style information using MTL can benefit the SER sys-
tem. Then, we proposed a two-stage finetuning method, and
showed that pretraining the SSL model using ASR is more ef-
fective than the simple MTL by addressing the gradient conflict
problem. Moreover, we presented that skip-connected gender
recognition effectively improved SER performance. Finally, the
comparison with previous works using wav2vec 2.0 showed that
our proposed approach outperformed state-of-the-art results. In
the future, we plan to apply the proposed two-stage finetuning
method to multi-lingual SER tasks.
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