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ABSTRACT

We present unsupervised speaker indexing combined
with automatic speech recognition (ASR) for speech
archives such as discussions. Our proposed indexing
method is based on anchor models, by which we define
a feature vector based on the similarity with speakers of
a large scale speech database, and we incorporate several
techniques to improve discriminant ability. ASR is per-
formed using the results of this indexing. No discussion cor-
pus is available to train acoustic and language models. So
we applied the speaker adaptation technique to the baseline
acoustic model based on the indexing. We also constructed
a language model by merging two models that cover differ-
ent linguistic features. We achieved the speaker indexing
accuracy of 93% and the word recognition accuracy of 57%
for real discussion data.

1. INTRODUCTION

In recent years, digital archives of speech materials have
come to be available. For quick browsing of such archives,
indices are quite useful and therefore they are an essen-
tial part of archives. In this paper, we present a method
of speaker indexing in discussions, in which several speak-
ers make utterances and speaker labels are important in-
dices. We also address automatic transcription, which leads
to topic indices.

Speaker indexing should be performed in an unsuper-
vised manner. Supervised training of speaker models,
which is commonly used for speaker identification, is not
practical because participants often change in discussions.
So, we propose a method of unsupervised indexing that uses
only the discussions to be indexed.

For accurate transcription, ASR system needs dedicated
acoustic and language models to the task. We perform un-
supervised adaptation of acoustic model using the speaker
indexing result. We also investigate possible solutions for
adequate language model.

2. SPEAKER INDEXING BASED ON ANCHOR
MODELS

2.1. Feature Projection using Anchor Models

With the conventional unsupervised method, which incre-
mentally cluster the utterances, the number of speaker clus-
ters increases with time, thus a huge number of clusters are
generated for long speech like those in discussions. It is
not easy to determine whether a new utterance is made by a
new speaker or by someone who has already spoken. Thus,
we introduce off-line indexing, in which whole segments of
speech can be used for globally optimal speaker clustering.

There are some studies on off-line indexing using er-
godic HMM[1, 2], which directly deals with acoustic fea-
tures. Clustering results, however, is sensitive to variations
in acoustic features. Actually, the approach realized limited
performance. In this paper, we introduce speaker features
using anchor models[3]. An anchor model is a Gaussian
Mixture Model (GMM), and a speaker characterization vec-
tor (SCV) is composed of a set of likelihood. The projection
of acoustic features is based on matching with the statisti-
cal models, and expected to suppress variations in acoustic
features, especially in spontaneous speech, while preserving
differences of speaker characteristics.

We found the simple application leads to only poor per-
formance in this task. Therefore, we incorporate several
methods to extract discriminant features for speaker clus-
tering.

2.2. Indexing Processes

Flow of the proposed indexing method is shown in Fig-
ure 1. Anchor models are preliminarily trained by us-
ing a large speech database. We adopt the ASJ JNAS
speech database, which is widely used to construct speaker-
independent Japanese phone models for ASR, and is con-
sidered to be sufficient for constructing the SCV. The num-
ber of anchor models (i.e. speakers in the database) is 304.
To suppress the linguistic bias, only phoneme-balanced sen-
tences are used.
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Fig. 1. Process flow of proposed speaker indexing method

First, we perform recording channel compensation by
cepstral mean normalization (CMN). Secondly, speaker
matching with anchor models is performed to generate
SCVs. Here, to enhance the speaker separability, we intro-
duce model selection that eliminates irrelevant anchor mod-
els depending on the input speech to be indexed. In [4],
speaker models are clustered and merged for better repre-
sentation of the speaker space, but it does not consider the
input speech. As a measure of reduction, the average nor-
malized frame-wise score (computed for frames instead of
utterances) is calculated for each anchor model using whole
speech frames, and 100 models are selected.

Then, normalization of the SCV is performed. The
magnitude of components in the SCV varies because of
factors other than speaker characteristics. Since the pro-
portion of SCV components is more important rather than

Table 1. Speaker indexing result

ID #Spkr #Uttr BL Norm KLT Re-Id

0624 5 534 0.464 0.841 0.976 0.994
0805 5 665 0.346 0.786 0.795 0.904
0819 5 609 0.402 0.760 0.650 0.727
0902 8 541 0.362 0.874 0.919 0.982
0916 6 612 0.448 0.840 0.913 0.984
1118 8 474 0.344 0.667 0.755 0.806
1125 5 371 0.383 0.682 0.809 0.973
1209 5 613 0.408 0.710 0.869 0.945
1216 5 559 0.377 0.850 0.914 0.996
0113 5 524 0.311 0.538 0.842 0.964

Average 5.7 550 0.385 0.755 0.844 0.927

Refer BL, Norm, KLT and Re-Id to Fig. 1.

their magnitude, we normalize every component pi of SCV
V = (p1, p2, . . . , pN ) so that the distribution of these com-
ponents has a mean of 0 and a variance of 1.

Most components of the SCV are nearly 0, and such
components do not contribute to discrimination. To extract
only discriminant features and remove the useless compo-
nents, we perform Karhunen-Loève transformation (KLT)
on the SCV.

The reduced SCVs are clustered using the LBG algo-
rithm. In this study, we assume that the number of clusters
(i.e., speakers) is given beforehand. Finally, speaker mod-
els (GMM) are constructed for every cluster, and speaker
identification is performed using these GMMs.

2.3. Discussion Corpus

We constructed a discussion corpus using a TV program
“Sunday Discussion” broadcasted by NHK (Japan Broad-
casting Corporation). This program shows discussions
on current topics in politics and economy by statesmen,
economists and experts in the fields. A chairperson also
takes part in the discussion and prompts the speakers. Utter-
ances generally do not overlap, but there are short responses
such as “yes” and “I see” as well as coughing and laughing.
We did not remove such overlapping utterances. The speech
was segmented into utterances based on detection of short
pauses longer than 400 milliseconds. The total length of
speech in one discussion is one hour. The average number
of utterances is about 550. Ten discussions are used for the
experiments.

2.4. Speaker Indexing Results

As a measure of evaluation, we define speaker indexing
accuracy for discussions. For every correspondence be-
tween the clusters {Ci} and the speakers {Sj}, the num-
ber of Sj’s utterances classified into {Ci} (nij) is calcu-



lated. Let U is the total number of utterances, L is the
number of speakers (i.e., clusters) and A(a1, a2, . . . , aL),
{ai} = {1, 2, . . . , L} is a set of assignments between clus-
ter Ci and speaker ai. Then, accuracy of an assignment
s(A) is defined as s(A) = 1

U

∑L
i niai Choosing the best as-

signment Amax(= argmaxA s(A)), the indexing accuracy
is defined as s(Amax), which ranges from 0 at the worst to
1 at the best.

Table 1 shows indexing results for each discussion.
“BL” column shows the accuracy of clustering with the orig-
inal SCV. And it was only 38.5%.

“Norm” shows the accuracy obtained with the normal-
ized SCV after model selection. Incorporation of this tech-
nique drastically improves the accuracy. It suggests that ap-
propriate handling of the SCV is vital to improve speaker
separability. “KLT” shows the accuracy obtained after ap-
plication of KL transformation. The feature extraction also
has some effect. “Re-Id” shows the final accuracy of index-
ing after identification with the models derived from clus-
tering. The step further improves the accuracy to 92.7%
finally.

3. AUTOMATIC SPEECH RECOGNITION OF
DISCUSSIONS

3.1. Language Model

In “Sunday Discussion”, we observe two kinds of linguis-
tic features: (1) words and phrases on politics, economy
and current topics, and (2) fillers and expressions peculiar
to spontaneous speech. There is no text corpus containing
plenty of these linguistic features for a matched model to
these discussions.

Therefore, we construct a language model by merging
two models representing above (1) and (2), respectively. As
for (1), we train a newspaper model which contains political
and economic topics. As for (2), we train a lecture model
with “Corpus of Spontaneous Japanese” (CSJ)[5], which
consists of many lectures. We construct another model from
the minutes of the National Diet of Japan. Table 2 shows
details of these models. Test-set perplexity (PP) and out-of-
vocabulary (OOV) rate in Table 2 are calculated with tran-
scriptions of ten “Sunday Discussion” programs described
in Section 2.3. The cut-off parameter of n-gram entries is
set to 1 in all models.

We made preliminary experiments on merging these
three models. Models were constructed using all possible
combinations of the two or three of them, and we evaluated
them with PP and OOV rate. Table 3 shows the result. The
N+L+M model achieves minimum PP and OOV rate among
these models, and the L+M model showed comparable per-
formance, since the minutes model covers topic words as
well as the newspaper model, and the newspaper model does
not contain spoken expressions.

Table 2. Language model

Newspaper (N) Lecture (L) Minutes (M)

Corpus The Mainichi Corpus of Minutes of
Newspaper Spontaneous the Japanese

(2001 version) Japanese Diet
#Words 21.7M 2.7M 64.1M

Vocab. size 30K 20K 30K
Ave. PP 347.42 223.89 207.54

Ave. OOV 5.36% 5.15% 5.51%

Table 3. Perplexity (PP) and Out-Of-Vocabulary (OOV)
rate for combined models

N+L N+M L+M N+L+M

Vocab. size 35K 39K 36K 43K
Ave. PP 195.94 218.18 152.13 149.34

Ave. OOV 2.52% 4.44% 2.30% 2.11%

Refer N, L and M to Table 2.

Thus, weighted merging of lecture-based and minutes-
based models are done to set up the language model for dis-
cussions. The vocabulary size is 36,053. The weight ratio is
determined as 0.5:0.5. Table 4 shows PP and OOV rate for
each discussion. Average PP and OOV rate are 152.13 and
2.30%, respectively. We could reduce both PP and OOV
rate remarkably from any of the three models.

3.2. Speaker Adaptation of Acoustic Model

Since there is no large speech database of discussions, a
task-dependent acoustic model cannot be trained, either. In
discussions, particular phenomena in spontaneous speech
such as hesitations and pronunciation variations occur. They
are often observed in lecture speech similarly. Therefore,
we adopt the acoustic model trained with lecture speech in
CSJ[6] as a baseline. In fact, the lecture model achieved
better performance than a read-speech model. It is a PTM
triphone HMM and its specifications are shown in Table 5.

For this baseline model, unsupervised MLLR speaker
adaptation is performed using the result of speaker index-
ing . For each participant, utterances that are labelled as
the speaker are used for adaptation. As for phone transcrip-
tions of utterances, the initial ASR result with the baseline
acoustic model is used. The number of clusters in MLLR
adaptation is 32.

For reference, we also perform supervised adaptation of
the baseline model using correct speaker labels and manu-
ally transcribed text.



Table 4. Perplexity (PP) and Out-Of-Vocabulary (OOV)
rate for test-set discussions

ID 0624 0805 0819 0902 0916
PP 127.94 142.97 143.09 161.58 225.26

OOV 1.70% 1.97% 2.00% 2.20% 2.91%

ID 1118 1125 1209 1216 0113
PP 144.49 112.87 176.53 126.37 160.22

OOV 2.30% 2.69% 2.59% 1.82% 2.84%

Table 5. Specification of acoustic model

Corpus Corpus of Spontaneous Japanese (CSJ)
60 hours

Features MFCC(12), ∆MFCC(12), ∆Energy
#Phones 43
#States 3,000

Codebook size 129
#Mix. components 128

3.3. Speech Recognition Results

We made ASR experiments using these models. Our de-
coder Julius 3.3[7] is used and sequential decoding is per-
formed to deal with long (more than one minute) utterances.
Figure 2 shows the word accuracy.

With the baseline lecture model, the accuracy was
51.0% on the average. The unsupervised speaker adapta-
tion improved it to 56.9%. The figure is comparable to that
of supervised adaptation (58.9%). The result demonstrates
that speaker adaptation based on the unsupervised speaker
indexing improves the ASR accuracy.

The recognition performance for discussions is lower
than that for lectures[6], since acoustic and language models
are not completely matched to the discussions, while mod-
els for lectures are trained with the lecture speech corpus
(CSJ).

4. CONCLUSION

We have proposed a method of unsupervised speaker index-
ing based on anchor models for long speech archives such
as discussions. Speaker features are represented based on
similarities between the input speech and those of many
speakers using anchor models. The vector is reduced by
model selection and normalized to suppress acoustic varia-
tions adaptively to the given input speech. These vectors are
clustered and speaker models are trained for final indexing.

It is demonstrated that the model selection and vector
normalization are effective in clustering, and that the com-
pletely unsupervised indexing method achieves the accu-
racy of 93% for real discussions.
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Fig. 2. Speech recognition result (word accuracy)

We have also addressed automatic transcription of dis-
cussions using acoustic and language models trained with-
out a matched corpus. Unsupervised adaptation of the base-
line acoustic model is made possible by the speaker index-
ing, and it is shown to be effective. A language model is
constructed by merging two models representing different
linguistic features. With these models, we achieved word
accuracy of 57%. The overall framework effectively com-
bines speaker indexing and speech recognition, and is real-
ized in an unsupervised manner.
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