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Abstract

A topic detection approach based on a probabilistic
framework is proposed to realize topic adaptation of
speech recognition systems for long speech archives such
as meetings. Since topics in such speech are not clearly
defined unlike news stories, we adopt a probabilistic rep-
resentation of topics based on probabilistic latent seman-
tic analysis (PLSA). A topical sub-space is constructed
by PLSA, and speech segments are projected to the sub-
space, then each segment is represented by a vector which
consists of topic probabilities obtained by the projection.
Topic detection is performed by clustering these vectors,
and topic adaptation is done by collecting relevant texts
based on the similarity in this probabilistic representa-
tion. In experimental evaluations, the proposed approach
demonstrated significant reduction of perplexity and out-
of-vocabulary rates as well as robustness against ASR er-
rors.
Index Terms: Language model, lexicon, topic adapta-
tion, topic detection, PLSA

1. Introduction
Recently, the major target of automatic speech recog-
nition (ASR) research has been shifted to long and
spontaneous speech like meetings [1] and parliamentary
speeches [2, 3]. We also have been developing an ASR
system for meetings in the National Diet of Japan[4].
One of major characteristics of such speech is a variety
of topics, for example, people in parliamentary meetings
discuss various current issues, in which new words fre-
quently appear following new events in the society. For
accurate and useful transcription of these meetings, a lex-
icon and language model of the ASR system should be
updated periodically to cover the latest topics. On the
other hand, the language model should be adapted to each
topic to improve the prediction ability. This adaptation
can usually be done by collecting relevant texts and in-
terpolating with the general model. Apparently, there is a
trade-off between the coverage of a variety of topics and
the prediction ability for a particular topic, therefore, an
optimal point for the reasonable coverage and prediction
ability should be determined at the time of adaptation.

Meetings have no explicit topic boundaries, so they
should be segmented for adaptation by detecting top-

ics. In many of previous studies such as [5], however,
topic adaptation is performed for preliminarily provided
speech segments like broadcast news stories, and these
studies did not consider how to determine topic bound-
aries in a speech. Automatic topic detection has been car-
ried out mainly on newspaper corpora and broadcast news
databases, for example, the topic detection and tracking
(TDT) task [6]. In meetings, topics gradually change,
so they are less distinct than those in the TDT task and
more difficult to be segmented. Banerjee [7] applied a
topic detection approach based on word occurrence statis-
tics to manual transcription of meetings, however, the ap-
proach was not evaluated on ASR transcripts. Although
some studies combine topic detection with ASR for spon-
taneous speech [8, 9], these studies were mainly intended
for indexing purpose, and detection for topic adaptation
has not been fully investigated.

In this paper, we propose topic adaptation combined
with automatic topic detection for meeting speech. To
deal with vagueness of topics in meetings, we introduce a
probabilistic latent semantic analysis (PLSA) [10] to rep-
resent topic characteristics. Speech segments are clus-
tered into topic segments using PLSA-based feature vec-
tors, and adaptation of a lexicon and language model is
performed for each segment by collecting relevant texts
based on the PLSA-based similarity measure. In this
work, the proposed method is evaluated with a meeting
corpus of the National Diet of Japan.

2. PLSA for topic representation

In the proposed approach, topical features of speech are
extracted by using the PLSA framework. PLSA is orig-
inally used to characterize documents in a corpus using
word occurrence statistics. A topical sub-space, where
each dimension represents some topic, is constructed by
the expectation-maximization (EM) algorithm with a cor-
pus of topically-segmented documents. The dimensions
are optimally determined to distinguish documents in the
training corpus. By projecting a document d into this sub-
space, a set of word occurrence probabilities {P (w|d)}
are obtained:

P (w|d) =
N∑

j=1

P (w|tj)P (tj |d) (1)
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where {tj} are latent variables corresponding to dimen-
sions, i.e., topics. N is a number of latent variables, i.e.,
dimensions of the sub-space.

In Equation (1), posterior probabilities {P (tj |d)}
represent coordinates of the document d in the topical
sub-space. These probabilities can be regarded as rel-
evance measures for corresponding topics, therefore, we
propose to use these probabilities as a topical feature vec-
tor vd of the spoken document d.

vd =

⎛
⎜⎜⎝

P (t1|d)
P (t2|d)

. . .
P (tN |d)

⎞
⎟⎟⎠ (2)

PLSA-based vectors have two advantages over con-
ventional methods. In previous works, topical character-
istics are often represented using vectors composed by
word frequencies, which do not always provide good sim-
ilarity measure, since they have a large number of dimen-
sions. On the other hand, the number of dimensions of
the proposed PLSA-based vectors is significantly smaller
than that of the word frequency vectors, and each dimen-
sion has higher discriminant ability than the word fre-
quencies. Also, word frequency vectors are sensitive to
word errors caused by ASR, while PLSA-based vectors
are expected to be more robust for errors because of the
projection to a sub-space.

3. Proposed adaptation framework
Figure 1 shows an overview of the proposed method uti-
lizing PLSA-based feature vectors. The proposed method
consists of three stages.

In the first stage, topic detection is performed on an
initial ASR transcript which is obtained by using the
baseline lexicon and language model. An input tran-
script is preliminarily segmented into “speaker turns”
when the speaker is changed. Consequently, utterances in
each speaker turn are made by the same speaker. These
speaker turns are individually projected into a PLSA-
based topic sub-space, and a feature vector is derived
for every turn. Then, by clustering these feature vectors,
speaker turns are chunked into topic segments. Feature
vectors are recalculated for each topic segment.

In the second stage, topically relevant text documents
are collected from a large-scale text database such as a
newspaper corpus. The same feature vector is extracted
from each document in this database in advance, and
these vectors are used for similarity calculation between
each of these documents and topic segments obtained by
the previous stage. Based on the similarity, relevant texts
are selected for each topic segment.

In the final stage, the lexicon and language model
used to obtain the initial ASR transcript are adapted to
every topic segment using these selected texts. Out-of-
vocabulary (OOV) words found in the selected texts are
added to the initial lexicon. Also, a new language model
is trained using the collected texts and the initial language
model is linearly interpolated with this model.
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Figure 1: Flowchart of the proposed method

4. Topic detection using topical feature
vectors

Each speaker turns are projected into the topic sub-space,
and topic feature vectors are calculated. Speaker turns
are then clustered based on the similarity between pairs of
these vectors. We adopt an on-line method in which judg-
ment of detection is sequentially performed for speaker
turns in order of occurrence. If a similarity measure be-
tween new speaker turn dj and current topic segment si

is larger than a threshold θ1, dj is included in the segment
si, otherwise a new topic segment si+1 begins with dj .

As the similarity measure between a topic segment si

and a speaker segment dj , we adopt the cosine distance:

simcos(si, dj) =
vsi

· vdj

|vsi
||vdj

| (3)

vsi
=

1
Dsi

∑
dk∈sj

vdk
(4)

where Dsi
is a number of speaker turns in a topic segment

si. In this work our primary concern is real-time process-
ing for rapid generation of transcription, therefore, we
adopt the on-line method and the cosine distance whose
computation time is relatively smaller.
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5. Adaptation of lexicon and language
model

Next, relevant texts are selected from a document
database for every topic segment, and expansion of a lexi-
con and interpolation of a language model are performed.

For selection of texts, we use the same similarity mea-
sure as that used in speaker turn clustering described in
the previous section. Feature vectors are calculated for
each topic segment of the input transcript and each doc-
ument in the document database in the same way. Us-
ing these vectors, similarity is calculated for every pair of
a topic segment and a document, and documents whose
similarity score is larger than a threshold θ2 are selected
for the target topic segment.

Then, a lexicon for recognition of the target segment
is expanded by adding OOV words found in the selected
texts. Also, a small language model is trained with these
texts, and an adapted language model is derived by lin-
early interpolating the baseline language model and this
model.

6. Experimental evaluation

6.1. Setup

The proposed approach was evaluated using real meeting
data. We prepared a test-set speech of a meeting held on
February 2003 in the National Diet (Congress) of Japan.
The duration of the speech is about 5.5 hours, the total
number of words is 63K, the number of speakers is 23
and the total number of speaker turns is 296.

For the baseline language model, a trigram model
was constructed using four-year (1999-2002) minutes of
the Diet, and interpolated with a conversational model
trained with the Corpus of Spontaneous Japanese (CSJ).
The vocabulary size of the baseline model is 29,720. The
test-set perplexity and OOV rate on the test-set by the
baseline model are 61.9 and 0.47%, respectively. The
word error rate by the baseline ASR system is 19.8%.

The topic sub-space was constructed with the same
minutes as used for training of the baseline language
model. The minutes were split by the dates and kinds of
meetings, and the total number of minutes was 2,866. We
determined the dimension of the sub-space to 250, which
resulted in the optimal adaptation performance of lan-
guage model in our previous work [11]. As a database for
text selection, we used the Mainichi newspaper database.
Articles written from July 2002 to the previous day of the
test-set meeting were used. Categories of news articles
were limited to those relevant to political and economic
issues, and obviously irrelevant categories such as sports,
home and life were excluded. The number of articles used
in this experiment is 41,714, and they contain 11M words
in total. Interpolation weights for the baseline model and
a newspaper-based model were preliminarily investigated
and determined as 0.85 and 0.15, respectively. These
weights were used throughout all experiments.

6.2. Results

Figures 2–5 show reduction of perplexity and OOV rates
by the proposed adaptation method using manual tran-
scription and ASR results. Baseline methods which adapt
to the entire speech or individual speaker turns were also
performed, and their results are shown as “1-segment”
and “296-segments,” respectively. As for the proposed
method, four different numbers of topic segments were
conducted, by changing the value of the threshold θ1.
Although these numbers were different between manual
transcription and ASR results, similar numbers were se-
lected. For every condition, adaptation was performed
with various text sizes determined by the text selection
threshold θ2.

In case of manual transcription shown in Figures 2
and 3, perplexity and OOV rates by adaptation to the
entire speech (“1-segment”) are largest among six con-
ditions. It is because topic words and expressions were
not supplied sufficiently for several topics in the speech.
Smaller perplexity and OOV rates were obtained by adap-
tation to individual speaker turns (“296-segments”) since
topic characteristics of each segment were more distinct
than “1-segment.”

By comparing with these baseline results, even
smaller perplexity and OOV rates were achieved in al-
most all conditions of the proposed approach. When suf-
ficient numbers of topic segments such as 38 and 65 were
obtained, the smallest perplexity and OOV rates were re-
alized regardless of the size of the collected text. Per-
plexity converged to the almost same value in case of
25, 38, 65 and 296 topic segments, however, those by
the proposed approach (38 and 65 topic segments) con-
verged with the smaller amount of texts. It suggests that
topic segments produced by the proposed approach had
suitable granularity for adaptation, and enabled efficient
text collection. When collecting texts from external re-
sources, the text selection threshold (θ2 in this work) must
be chosen carefully, since too much texts include irrele-
vant ones and lead to increase of perplexity, as shown
in [12, 13]. In this point of view, the proposed method
provides a wider peak as shown in Figure 2, so it makes
the choice easier. When perplexity converged, i.e., texts
of around 400K words were used, reduction of perplex-
ity was 9%. When 3K words were added to the baseline
lexicon, the OOV rate was reduced by 36%.

As for evaluations on the ASR results, similar results
were obtained as shown in Figures 4 and 5. Reduction
of perplexity using 400K texts was 8%, and that of OOV
rate by adding 3K words was 40%. In spite of the word
error rate of 20%, reduction of perplexity and OOV rates
were almost same as those on manual transcription. Thus,
the proposed method is robust against word errors.

7. Conclusions

We have proposed a PLSA-based topic detection ap-
proach dedicated to adaptation of a lexicon and lan-
guage model. Feature vectors are generated by projecting
speech segments to a PLSA-based topical sub-space, and
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Figure 2: Perplexity with manual transcription
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Figure 3: OOV rates with manual transcription

topic segments are determined by clustering these vec-
tors. Relevant texts are collected for each topic segment,
then a lexicon and a language model are adapted using
these texts. The proposed approach realized significant
reduction of perplexity and OOV rates on experimental
evaluation, and also demonstrated robustness for ASR er-
rors.
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