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Sentence Parsing  Sentence Parsing  

IT  BusinessmanNerd

The field has matured, ready to be used by
applications. 

Parsing based on a proper linguistic formalism
is one of the core research fields in CL and NLP.

It was considered as a monolithic, esoteric and 
inward looking field, 
largely dissociated from real world application.  

Integration of linguistic grammar formalisms
with statistical models.    

Robust, efficient and 
open to eclectic sources of information
other than syntactic ones 

……. Speech Understanding 
Speech/Text  Retrieval  ………



Deep parser Deep parser 
which produces semantic representationwhich produces semantic representation

An example from Bio-TM

S

p53     has     been    shown     to     directly   activate    the   Bcl-2  protein

NP

VP

ADVP

S

VP

VP

VP

NP arg1
arg2

arg2

arg3

Predicate:   Activate
Arg1:  P53
Arg2:  Bcl-2 Protein



述語述語//項構造項構造
確率ＨＰＳＧ解析器確率ＨＰＳＧ解析器 ((EnjuEnju))の出力の出力

4The      protein        is   activated  by      it
DT          NN        VBZ   VBN    IN     PRP

dt np vp vp pp      np

np pp

vp

vp
s

arg1arg2
mod

Sentence Retrieval System
Using Semantic Representatio

MEDIE

Passive

Passive and Infinitival Clause
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Grammar Formalism: HPSGGrammar Formalism: HPSG



HPSGHPSG

HPSG = Lexical entries + Grammar rules
Lexical entries: syntactic and semantic 
descriptions of word-specific behaviors

c.f. Enju grammar (Miyao et al 2004) has 3797 
lexical entries for 10,536 words

Grammar rules: non-word-specific syntactic 
and semantic configurations

c.f. Enju grammar has 12 grammar rules



HPSG: ParsingHPSG: Parsing

lexical entry 
(leaf node)

lexical entry 
(leaf node)

Mary loved

HEAD noun
SUBJ 〈〉
COMPS 〈〉

HEAD verb
SUBJ 〈HEAD noun〉
COMPS 〈〈 HEAD noun〉〉

John

HEAD  noun
SUBJ   <>
COMP〈〉

• verb
• takes one subject
• takes one object

• verb
• takes one subject
• takes one object

• noun
• takes no subject
•takes no object 

• noun
• takes no subject
•takes no object 

• noun
• takes no subject
• takes no object

• noun
• takes no subject
• takes no object



HPSG: ParsingHPSG: Parsing

HEAD
SUBJ
COMPS

1
2

3

HEAD
SUBJ
COMPS

1
2

4

3

loved

HEAD verb
SUBJ 〈HEAD noun〉
COMPS 〈〈 HEAD noun〉〉

5

JohnJohn

HEAD  noun
SUBJ   <>
COMP〈〉

〈 ,    〉４
unificationunification

grammar 
rule

grammar 
rule

unificationunification

Mary

HEAD noun
SUBJ 〈〉
COMPS 〈〉



HPSG: ParsingHPSG: Parsing

propagation of information

HEAD
SUBJ
COMPS

1
2

3

HEAD
SUBJ
COMPS

1
2

4

3

HEAD verb
SUBJ 〈HEAD noun〉
COMPS 〈〈 HEAD noun〉〉

5

JohnJohn

HEAD  noun
SUBJ   <>
COMP〈〉

〈 ,    〉４

〈〉

grammar 
rule

grammar 
rule

unificationunification

Mary

HEAD noun
SUBJ 〈〉
COMPS 〈〉

loved



HPSG: ParsingHPSG: Parsing

loved

HEAD verb
SUBJ 〈HEAD noun〉
COMPS 〈〈 HEAD noun〉〉

John

HEAD  noun
SUBJ   <>
COMP〈〉

HEAD verb
SUBJ 〈HEAD noun〉
COMPS 〈〉

Mary

HEAD noun
SUBJ 〈〉
COMPS 〈〉



HPSG: ParsingHPSG: Parsing

HEAD verb
SUBJ 〈〉
COMPS 〈〉

HEAD verb
SUBJ 〈HEAD noun〉
COMPS 〈〉

Mary loved

HEAD noun
SUBJ 〈〉
COMPS 〈〉

HEAD verb
SUBJ 〈HEAD noun〉
COMPS 〈〈 HEAD noun〉〉

John

HEAD  noun
SUBJ   <>
COMP〈〉

Predicate Love
Arg1 Mary
Arg2 John

2

2

3

3

A parse tree is derived by applying 
grammar rules recursively



HPSG: ParsingHPSG: Parsing

An example of 
a complex 
syntactic tree

SLASH, REL 
features 
explain non-
local 
dependencies
WH 
movement, 
topicalization, 
relative 
clauses

prices

HEAD  noun
SUBJ  < >
COMPS  < >
SPR <    >

HEAD  noun
SUBJ  < >
COMPS  < >
SPR <    >

HEAD  verb
SUBJ  <    >
COMPS  < >
SLASH <    >

chargedwere

we

2
HEAD  verb
SUBJ  < >
COMPS  < >
REL <    >

HEAD  noun
SUBJ  < >
COMPS  < >

HEAD  verb
SUBJ  <    >
COMPS  < >
SLASH <    >

3

HEAD  verb
SUBJ  <    >
COMPS  <    >

3
4

4

2

HEAD  verb
SUBJ  < >
COMPS  < >
SLASH <    >2

3

2

2

1

1

HEAD  det
SUBJ  < >
COMPS  < >

the

1

HEAD  noun
SUBJ  < >
COMPS  < >
SPR < >

CHARGE
Arg1   Unknown
Arg2   Price
Arg3   We

3



HPSG: ParsingHPSG: Parsing

An example of 
a complex 
syntactic tree

SLASH, REL 
features 
explain non-
local 
dependencies
WH 
movement, 
topicalization, 
relative 
clauses

prices

HEAD  noun
SUBJ  < >
COMPS  < >
SPR <    >

HEAD  noun
SUBJ  < >
COMPS  < >
SPR <    >

HEAD  verb
SUBJ  <    >
COMPS  < >
SLASH <    >

chargedwere

we

2
HEAD  verb
SUBJ  < >
COMPS  < >
REL <    >

HEAD  noun
SUBJ  < >
COMPS  < >

HEAD  verb
SUBJ  <    >
COMPS  < >
SLASH <    >

3

HEAD  verb
SUBJ  <    >
COMPS  <    >

3
4

4

3

2

HEAD  verb
SUBJ  < >
COMPS  < >
SLASH <    >2

3

2

2

1

1

HEAD  det
SUBJ  < >
COMPS  < >

the

1

HEAD  noun
SUBJ  < >
COMPS  < >
SPR < >

CHARGE
Arg1   Unknown
Arg2   Price
Arg3   We

The information is mostly written in a 
lexical entry
The information is mostly written in a 
lexical entry Mapping a syntactic tree 

- passive in relative clause construction -
to the predicate argument structure  



HPSG parsing (Pollard & Sag 1994)

Mathematically well-defined with sophisticated 
constraint-based system
Linguistically justified
Deep syntactic grammar that provides 
semantic analysis

Unrealistic solutions 
for real-world text,

let alone real world speech

10 years ago



Combining HPSG with Statistical ModelsCombining HPSG with Statistical Models



Difficulties in HPSG Parsing Difficulties in HPSG Parsing 
Difficulty of developing a broad-coverage HPSG 
grammar

Difficulty of disambiguation
No treebank for training an HPSG grammar
No probabilistic model for HPSG

Efficiency
Very slow : CFG filtering, Efficient search, Feature Forest



Difficulties in HPSG ParsingDifficulties in HPSG Parsing
Difficulty of developing a broad-coverage HPSG 
grammar

Difficulty of disambiguation
No treebank for training an HPSG grammar
No probabilistic model for HPSG

Efficiency
Very slow : CFG filtering, Efficient search, Feature Forest



Grammar with Broad Coverage Grammar with Broad Coverage 

Treebank for Grammar development and 
evaluation

Treebank grammar
Enju (Miyao et al. 2004)

Treebank development
Redwood (Oepen et al. 2002)

Hinoki (Bond et al. 2004)

Penn Treebank HPSG Treebank

HPSG Grammar

HPSG Grammar

Sentences+ HPSG Treebank



Grammar with Broad CoverageGrammar with Broad Coverage

Treebank for Grammar development and 
evaluation

Treebank grammar
Enju (Miyao et al. 2004)

Treebank development
Redwood (Oepen et al. 2002)

Hinoki (Bond et al. 2004)

Penn Treebank HPSG Treebank

HPSG Grammar

HPSG Grammar

Sentences+ HPSG Treebank

Lexical Knowledge Acquisition

Rule Application



Performance of Semantic ParserPerformance of Semantic Parser

Penn Treebank GENIA
Coverage 99.7% 99.2%
F-Value (PArelations) 87.4% 86.4%
Sentence Precison 39.2% 31.8%
Processing Time 0.68sec 1.00sec



Difficulties in HPSG ParsingDifficulties in HPSG Parsing
Difficulty of developing a broad-coverage HPSG 
grammar

Difficulty of disambiguation
No treebank for training an HPSG grammar
No probabilistic model for HPSG

Efficiency
Very slow : CFG filtering, Efficient search, Feature Forest



Probabilistic Model and HPSGProbabilistic Model and HPSG

Probabilistic model
Log-linear model for unification-based 
grammars (Abney 1997, Johnson et al. 1999, Riezler et al. 2000, 
Miyao et al. 2003, Malouf and van Noord 2004, Kaplan et al. 2004, Miyao
and Tsujii 2005)

Training 

HPSG Treebank

Statistics (Model Parameters)



Probabilistic HPSGProbabilistic HPSG

)|( wTp w = “A blue eyes girl with white hair and skin walked”

A blue eyes girl with white hair and skin walked

S

NP VP

PP

NP

NP

NP

NP

NP

T =



Probabilistic HPSGProbabilistic HPSG

)|( wTp w = “A blue eyes girl with white hair and skin walked”

…T1 T2 T3 T4 Tn

All possible parse trees derived from w with a grammar

p(T3|w) is the probability of selecting T3 from T1, 
T2, …, and Tn.



Probabilistic HPSGProbabilistic HPSG

Log-linear model for unification-based grammars 
(Abney 1997, Johnson et al. 1999, Riezler et al. 2000, Miyao et al. 2003, 
Malouf and van Noord 2004, Kaplan et al. 2004, Miyao and Tsujii 2005)

Input: sentence w
w=w1/P1, w2/P2, w3/P3,…,wn/Pn

Output: parse tree T

word POS

feature function

∑=
u

uu Tf
Z

Tp ))(exp(1)|( λw

normalization factor
a weight for a feature function



LogLog--Linear ModelLinear Model
Maximum Entropy ModelMaximum Entropy Model

)|( wTp
All parse trees derived from w with a grammar

w = “A blue eyes girl with white hair and skin walked”

…T1 T2 T3 T4 Tn

f1(T1)=1
f2(T1)=0
f3(T1)=0
…
fm(T1)=1

f1(T2)=1
f2(T2)=1
f3(T2)=1
…
fm(T2)=1

f1(T3)=1
f2(T3)=1
f3(T3)=0
…
fm(T3)=0

f1(T4)=1
f2(T4)=0
f3(T4)=1
…
fm(T4)=1

f1(Tn)=0
f2(Tn)=1
f3(Tn)=0
…
fm(Tn)=0

feature functions are indicators that indicate the 
properties that the parse tree has.



LogLog--Linear ModelLinear Model
Maximum Entropy ModelMaximum Entropy Model

)|( wTp
All parse trees derived from w with a grammar

w = “A blue eyes girl with white hair and skin walked”

T1 T2 T3 T4 … Tn

f1(T1)=1
f2(T1)=0
f3(T1)=0
…
fm(T1)=1

f1(T2)=1
f2(T2)=1
f3(T2)=1
…
fm(T2)=1

f1(T3)=1
f2(T3)=1
f3(T3)=0
…
fm(T3)=0

f1(T4)=1
f2(T4)=0
f3(T4)=1
…
fm(T4)=1

f1(Tn)=0
f2(Tn)=1
f3(Tn)=0
…
fm(Tn)=0

∑=
u

uu Tf
Z

Tp ))(exp(1)|( λw

feature functions are indicators that indicate the 
properties that the parse tree has.



Example of Features in Probabilistic Example of Features in Probabilistic 
HPSGHPSG









><









><

=

NP:SUBCAT
verb:CAT

 VBN, , VP, 1,

,
VP:SUBCAT
verb:CAT

 VBZ, ,VP, 0,1, 1, rule,-comp-head

come

 has
f

CAT: verb
SUBCAT: <>

CAT: verb
SUBCAT: <NP>

Mary loved John

CAT: noun
SUBCAT
…

<>
CAT: verb
SUBCAT:<VP>
…

CAT: verb
SUBCAT: <NP>
…



Example of Features in Probabilistic Example of Features in Probabilistic 
HPSGHPSG









><









><

=

NP:SUBCAT
verb:CAT

 VBN, , VP, 1,

,
VP:SUBCAT
verb:CAT

 VBZ, ,VP, 0,1, 1, rule,-comp-head

come

 has
f

CAT: verb
SUBCAT: <>

CAT: verb
SUBCAT: <NP>

Mary loved John

CAT: noun
SUBCAT
…

<>
CAT: verb
SUBCAT:<VP>
…

CAT: verb
SUBCAT: <NP>
…

rule name

distance 
of head 
words

comma 
exists or 

not

left 
daughter’s 
category

left 
daughter’s 
head word

left 
daughter’s 

POS

left 
daughter’s 

head 
lexical 
entry

left 
daughter’s 

span



Performance of Semantic Performance of Semantic 
ParserParser

Penn Treebank GENIA
Coverage 99.7% 99.2%
F-Value (PArelations) 87.4% 86.4%
Sentence Precison 39.2% 31.8%
Processing Time 0.68sec 1.00sec
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Difficulties in HPSG Parsing Difficulties in HPSG Parsing 
Difficulty of developing a broad-coverage HPSG 
grammar

Difficulty of disambiguation
No treebank for training an HPSG grammar
No probabilistic model for HPSG

Efficiency
Very slow : CFG filtering, Efficient search, Feature Forest
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Chart parsingChart parsing

Mary loved John

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS < >



Chart parsingChart parsing

loved John

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS < >

Feature Forest Model
(Miyao and Tsujii, 2001&2008)

Mary



Beam Search and Iterative WideningBeam Search and Iterative Widening
NinomiyaNinomiya 20052005

70%

72%

74%

76%

78%

80%

82%

84%

86%

150 350 550 750 950

Average parsing time (ms)

F
-
sc

o
re
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Local thresholding
(num+width)

Iterative

Iterative + Global 
thresholding

Local thresholding + 
Global thresholding



Distribution of Parsing time for Distribution of Parsing time for 
Sentence LengthSentence Length

1

10

100

1000

10000

100000

1000000

10000000

100000000

0 5 10 15

Sentence length (words)

P
ar

si
n
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ti
m

e
 (

m
s)
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(Black … none)  (Red … Iterative Parsing)



Performance of Semantic ParserPerformance of Semantic Parser

Penn Treebank GENIA
Coverage 99.7% 99.2%
F-Value (PArelations) 87.4% 86.4%
Sentence Precison 39.2% 31.8%
Processing Time 0.68sec 1.00sec
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Scalability of TM Tools Scalability of TM Tools -- MEDIEMEDIE
Target Corpus: MEDLINE corpus

The number of papers 14,792,890

The number of abstracts 7,434,879

The number of sentences 70,815,480

The number of words 1,418,949,650

Compressed data size 3.2GB

Uncompressed data size 10GB

40



Scalability of TM Tools Scalability of TM Tools -- MEDIEMEDIE
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The number of abstracts 7,434,879

The number of sentences 70,815,480
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Suppose, for example, 
that it takes one 

second for parsing 
one sentence….



Scalability of TM Tools Scalability of TM Tools -- MEDIEMEDIE
Target Corpus: MEDLINE corpus

The number of papers 14,792,890

The number of abstracts 7,434,879

The number of sentences 70,815,480

The number of words 1,418,949,650

Compressed data size 3.2GB

Uncompressed data size 10GB

42

Suppose, for example, 
that it takes one 

second for parsing 
one sentence….

70 million 
seconds, that 

is, about 2 
years



TM and GRIDTM and GRID
[[NinomiyaNinomiya 2006, 2006, TauraTaura 2004]2004]

Solution
The entire MEDLINE were parsed by distributed 
PC clusters consisting of 340 CPUs
Parallel processing was managed by grid platform 
GXP 

Experiments
The entire MEDLINE was parsed in 8 days

Output
Syntactic parse trees and predicate argument 
structures in XML format
The data sizes of compressed/uncompressed 
output were 42.5GB/260GB.



More Accurate and Efficient ParserMore Accurate and Efficient Parser
-- Current Research Current Research --

Research on Advanced Natural Language Processing and Text Mining: aNT
Grant-in-Aid for Specially promoted research, MEXT (2006-2011)



Selection of Lexical EntriesSelection of Lexical Entries

Reference distribution of unigram lexical entry 
selection (Miyao & Tsujii 2005)

Filtering unlikely lexical entries during parameter 
estimation

Unigram lexical entry selection

∑=
u

uuuni Tf
Z

TpTp ))(exp(1)|()|( λww

reference distribution

word

lexical entry
∏
=

=
n

i
iiiuni PwlpTp

1

),|()|( w

POS



Chart parsingChart parsing

Mary loved John

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS < >

Selection of
Lexical Entries
Is crucial.



Selection of Lexical EntriesSelection of Lexical Entries
SuperSuper--TaggingTagging

Reference distribution of unigram lexical entry 
selection (Miyao & Tsujii 2005)

Filtering unlikely lexical entries during parameter 
estimation

Unigram lexical entry selection

∑=
u

uuuni Tf
Z

TpTp ))(exp(1)|()|( λww

reference distribution

word POS

lexical entry
∏
=

=
n

i
iiiuni PwlpTp

1

),|()|( w∏
=

++−−+−=
n

i
iiiiiiiiisuptag PPPPPwwwlpTp

1
211211 ),,,,,,,|()|( w

Super-tagger



SuperSuper--tagging and HPSGtagging and HPSG

An example of 
a complex 
syntactic tree

SLASH, REL 
features 
explain non-
local 
dependencies
WH 
movement, 
topicalization, 
relative 
clauses

prices

HEAD  noun
SUBJ  < >
COMPS  < >
SPR <    >

HEAD  noun
SUBJ  < >
COMPS  < >
SPR <    >

HEAD  verb
SUBJ  <    >
COMPS  < >
SLASH <    >

chargedwere

we

2
HEAD  verb
SUBJ  < >
COMPS  < >
REL <    >

HEAD  noun
SUBJ  < >
COMPS  < >

HEAD  verb
SUBJ  <    >
COMPS  < >
SLASH <    >

3

HEAD  verb
SUBJ  <    >
COMPS  <    >

3
4

4

3

2

HEAD  verb
SUBJ  < >
COMPS  < >
SLASH <    >2

3

2

2

1

1

HEAD  det
SUBJ  < >
COMPS  < >

the

1

HEAD  noun
SUBJ  < >
COMPS  < >
SPR < >

Mapping of a syntactic tree 
- passive in a relative clause-

to the predicate argument structure  



Deep Parser with SuperDeep Parser with Super--TaggingTagging

Accuracy of predicate-argument dependencies and 
parsing time (Section 23 ≦ 100 words, Gold POS)
Model Precision Recall F-Score Avg. Time

(ms/sentence)

Miyao & Tsujii (2005) 
(=unigram ref)

87.3% 86.5% 86.9% 604

Ninomiya et al. (2006)
(=n-gram multi)

89.5% 88.6% 89.0% 152

Ninomiya et al.1 (2007) 
(=n-gram ref, fast and 
accurate)

89.8% 89.3% 89.5% 234

Ninomiya et al. 2 (2007) 
(=n-gram ref, slow but 
accurate)

90.3% 89.6% 89.8% 1379



Integrated Model vs. Staged ModelIntegrated Model vs. Staged Model

∑=
u

uusuptag Tf
Z

TpTp ))(exp(1)|()|( λww

Super-Tagger Deterministic Parser



System OverviewSystem Overview
MatsuzakiMatsuzaki, , et.alet.al. 2007. 2007

I like it

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >
COMPS < >

I like it

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >
COMPS < >

Mary loved John

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >
COMPS < >

...

input sentence

Mary loved John

Mary

HEAD noun
SUBJ   < >

COMPS < >
HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >

COMPS < >
HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

Prob
.

Enumeration of 
assignmentsSupertagger

Deterministic
disambiguation

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >

COMPS < >
HEAD noun
SUBJ   < >
COMPS < >

HEAD noun
SUBJ   < >
COMPS < >

loved

HEAD verb
SUBJ   <NP>
COMPS <NP>
HEAD verb

SUBJ   <NP>
COMPS <NP>
HEAD verb

SUBJ   <NP>
COMPS <NP>
HEAD verb

SUBJ   <NP>
COMPS <NP>

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD verb
SUBJ   <NP>
COMPS <NP>

Mary loved John

John



EnumarationEnumaration of the maybeof the maybe--
parsableparsable LE assignmentsLE assignments

[Torisawa, Tsujii 2000]

(
１ １ １

2 １ １

1 2 １

( , , )2 １ １

...

, , )１ １ １

( , , )2 １ １

( , , )１ 2 １

Prob.

CFG-filter

Derived from the HPSG grammar

Deterministic 
Parser

Enumeration of the
highest-prob. 
LE sequences

Supertagging
result

Mary loved John

2
１

2
１

2
１

... ... ...

Prob.

...



Deterministic SDeterministic S--R ParserR Parser

Initial state
QS

Mary John

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >

COMPS < >

loved



argmax F(a, S, Q) = SHIFT
QS

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >

COMPS < >

HEAD noun
SUBJ   < >

COMPS < >

Mary loved John



argmax F(a, S, Q) = SHIFT
QS

HEAD noun
SUBJ   < >

COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

HEAD noun
SUBJ   < >

COMPS < >

JohnlovedMary



argmax F(a, S, Q) = REDUCE(Head_Comp)

HEAD noun
SUBJ   < >

COMPS < >

Mary
HEAD verb

SUBJ   <[1]>
COMPS <NP>

HEAD noun
SUBJ   < >
COMPS < >

HEAD verb
SUBJ   <[1]NP>

COMPS <>

Head-Comp-Schema

QS

loved John



Experiment ResultsExperiment Results

LP(%) LR(%) F1(%) Avg. time
Staged/Deterministic 
model

86.93 86.47 86.70 30ms/snt

Previous method 1
（Supertagger+ChartParser）

87.35 86.29 86.81 183ms/snt

Previous method 2
（Unigram + ChartParser）

84.96 84.25 84.60 674ms/snt

6 times faster
20 times faster than the initial model



Richer Models  Richer Models  
Domain AdaptationDomain Adaptation

Low parsing accuracy for different domains
Ex.) Enju: trained on the Penn Treebank

Penn Treebank: 89.81 (F-score)
GENIA* (biomedical domain): 86.39 (F-score)

Re-training a probabilistic model on the domain
Small training data for the target domain

Penn Treebank: 39,832 sentences
GENIA*: 10,848 sentences (>> other domains)

* Kim et al., 1998
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Performance of Adaptation Models Performance of Adaptation Models 
Hara 2007Hara 2007

Corpus size vs. accuracy Training time vs. accuracy
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Performance of Adaptation Models Performance of Adaptation Models 
Hara 2007Hara 2007

Corpus size vs. accuracy Training time vs. accuracy

Baseline Naïve Prev Ours Comb

Training time (sec.)
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0 2000 4000 6000 8000

# of GENIA training sentences
200000
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89

88
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86

Original pE(t|s) for the Penn Treebank: 
89.81, the training time is 10 times less 
than the naïve model.

P
ar

si
ng

 a
cc

ur
ac

y 
(F

-s
co

re
)

Baseline: Original pE(t|s) for the GENIA, 
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NER and KnowledgeNER and Knowledge--based Processingbased Processing

… 3) selective deletion of the functional nuclear localization signal present in the
Rel homology domain of NF-kappa B p65 disrupts its ability to engage I kappa B/MAD-
and 4) …

… 3) selective deletion of the functional nuclear localization signal present in the
Rel homology domain of NF-kappa B p65 disrupts its ability to engage I kappa B/MAD-3
and 4) …

RM40RM40 RHDRHD RelARelA NFKBIANFKBIADictionary based
NER
Dictionary based
NER

contained_incontained_in contained_incontained_inrelationsrelations

proteinproteinprotein
domain
protein
domain

Binding
theme1:Protein
theme2:Protein

Binding
theme1:Protein
theme2:Protein

Inhibition
agent: Process
theme: Process

Inhibition
agent: Process
theme: Process

Deletion
theme:Protein_
domain

Deletion
theme:Protein_
domain

Deletion
theme:RM40
Deletion
theme:RM40

Inhibition
agent:         
theme:          

Inhibition
agent:         
theme:          

Binding
theme1:RelA
theme2:NFKBIA

Binding
theme1:RelA
theme2:NFKBIA

deletedelete inhibitinhibit bindbindprocessesprocesses

TE
X

T
A

N
N

O
TA

TI
O

N
O

N
TO

LO
G

Y

contained in

RelARelARHDRHD NFKBIANFKBIARM40RM40

MEMM, CRF
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ConclusionsConclusions



Conclusions: LessonsConclusions: Lessons

A Deep Parser, which produces semantic 
representation, has become a practical 
option
Integrated Model to Staged Model, lower 
level processings with rich context



SuperSuper--tagging and HPSGtagging and HPSG

An example of 
a complex 
syntactic tree

SLASH, REL 
features 
explain non-
local 
dependencies
WH 
movement, 
topicalization, 
relative 
clauses

prices

HEAD  noun
SUBJ  < >
COMPS  < >
SPR <    >

HEAD  noun
SUBJ  < >
COMPS  < >
SPR <    >

HEAD  verb
SUBJ  <    >
COMPS  < >
SLASH <    >

chargedwere

we

2
HEAD  verb
SUBJ  < >
COMPS  < >
REL <    >

HEAD  noun
SUBJ  < >
COMPS  < >

HEAD  verb
SUBJ  <    >
COMPS  < >
SLASH <    >

3

HEAD  verb
SUBJ  <    >
COMPS  <    >

3
4

4

3

2

HEAD  verb
SUBJ  < >
COMPS  < >
SLASH <    >2

3

2

2

1

1

HEAD  det
SUBJ  < >
COMPS  < >

the

1

HEAD  noun
SUBJ  < >
COMPS  < >
SPR < >

NER results

RR results

ER results



Conclusions: LessonsConclusions: Lessons

A Deep Parser, which produces semantic 
representation, has become a practical 
option
Integrated Model to Staged Model, lower 
level Processing with rich context
Deterministic Parser with classifiers based 
on rich linguistic and extra-linguistic 
information



argmax F(a, S, Q) = SHIFT
QS

HEAD noun
SUBJ   < >

COMPS < >

HEAD verb
SUBJ   <NP>
COMPS <NP>

I

HEAD noun
SUBJ   < >

COMPS < >

itlike

NER results

RR results

ER results



Conclusions: LessonsConclusions: Lessons

A Deep Parser, which produces semantic 
representation, has become a practical 
option
Integrated Model to Staged Model, lower 
level Processing with rich context
Deterministic Parser with classifiers based 
on rich linguistic and extra-linguistic 
information
Combination of Constraints & Preferences, 
more robust parsers



Thank You !  Thank You !  

The field has matured, ready to be used by
applications. 

Integration of linguistic grammar formalisms
with statistical models.    

Robust, efficient and 
open to eclectic sources of information
other than syntactic ones 

……. Speech Understanding 
Speech/Text  Retrieval  ………
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